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Abstract:
This study addresses the predictive challenges in China’s A-share market, characterized by high retail investor 
participation and significant policy impacts. We introduce a novel predictive model that leverages both machine learning 
algorithms and sentiment analysis to forecast market trends. The research utilizes comprehensive datasets, including 
real-time A-share market data and sentiment-derived data from stock-related news, processed via advanced machine 
learning techniques like Random Forest and sentiment analysis tools. Our approach innovatively combines traditional 
technical indicators with sentiment scores to enhance the predictive accuracy of the model. The findings suggest that 
integrating sentiment analysis significantly improves the model’s performance, evidenced by enhanced prediction 
metrics such as Mean Absolute Error (MAE) and R-squared values, which compare favorably before and after 
incorporating sentiment data. This study not only contributes to the existing financial prediction literature by providing 
a hybrid methodological approach but also offers practical implications for investors and policymakers in navigating the 
volatile A-share market.
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1. Introduction
Predictive techniques in financial markets are crucial, 
especially in rapidly changing environments like China’s 
A-share market, characterized by a high retail investor 
presence and significant policy impacts. This study adopts 
advanced machine learning and sentiment analysis to fore-
cast market trends, leveraging large data sets and emo-
tional insights from various media. By integrating these 
technologies, the research aims to offer precise, dynamic 
forecasting tools, crucial for investors and policymakers. 
This approach not only taps into technological innovation 
but also addresses unique market dynamics, providing 
valuable insights for investment strategies and economic 
stability.

2. Literature Review
Machine learning and sentiment analysis have signifi-
cantly advanced stock market prediction. Enhanced 
computational capabilities and data access have allowed 
techniques like Support Vector Machine (SVM), Random 
Forests, and Deep Learning to excel in handling nonlinear 
issues and vast datasets, enhancing prediction accuracy. 
Studies by Huang et al. (2005) and Ding et al. (2015) have 
confirmed the superiority of these models over traditional 

statistical methods in capturing market dynamics.
Sentiment analysis has proven effective in financial fore-
casting by extracting emotional data from unstructured 
sources such as news and social media, influencing mar-
ket sentiment. Research by Bollen et al. (2011) and Liew 
and Budavári (2016) demonstrated its capability to predict 
market movements based on sentiment data.
In China’s A-share market, characterized by a high retail 
investor presence and frequent policy changes, machine 
learning and sentiment analysis have shown potential in 
improving forecasting accuracy. Studies by Li and Chen 
(2014) and Zhang et al. (2016) highlighted the benefits 
of integrating sentiment analysis, particularly from social 
media, to predict market fluctuations, emphasizing the 
relevance of these technologies in addressing the unique 
challenges of the A-share market.

3. Methodology
3.1 Data acquisition
In this study, data collection was divided into two main 
parts: real-time stock data from the A-share market and 
sentiment data related to stock market news.
3.1.1 Acquiring A-share market data
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To obtain real-time stock data from the A-share market, 
we utilized the TuShare tool. TuShare is a free, open-
source Python financial data interface package designed 
specifically for retrieving data from the Chinese stock 
market. It offers a comprehensive dataset including daily 
stock prices, trading volume, market capitalization, PE 
(price-earnings ratio), and various other financial indica-
tors. These data are used to construct and train our ma-
chine learning models to predict stock prices and market 
trends.
Through TuShare, we can regularly and automatically ac-
quire the latest data to ensure that the data used for model 
training and prediction is the most up-to-date and accu-
rate.
3.1.2 Sentiment data on stock market-related news and 
information

To collect stock market-related news and analyze their 
sentiments, we utilize web crawling technology to scrape 
posts and comments from financial communities like 
stock forums. Guba, such as one of the largest stock in-
vestor communities in China, provide a wealth of investor 
opinions and sentiments, making it an ideal data source 
for sentiment analysis. By utilizing the Beautiful Soup 
and requests libraries in Python, we have designed a web 
crawler program to fetch the latest discussions and news 

comments on the A-share market from stock forums based 
on stock prediction dates. The retrieved text data will un-
dergo sentiment analysis through Natural Language Pro-
cessing (NLP) techniques to evaluate the potential impact 
of public sentiment on the stock market.

3.2 Data Preprocessing
3.2.1 Preprocessing of Stock Market Data

During the preprocessing stage of stock market data, sev-
eral key steps have been taken to ensure data quality and 
consistency for effective subsequent analysis and machine 
learning modeling.
3.2.1.1 Missing Value Handling
In financial data analysis, it’s crucial to maintain data in-
tegrity, especially with stock market data where missing 
entries are common due to non-trading days or recording 
errors. A common practice is to fill these gaps with the 
previous day’s data, ensuring continuity and consistency 
in the time series. This method is straightforward, avoids 
external estimation errors, and aligns with standard finan-
cial management practices.
In order to have a better understanding of the impact of 
filling the data with the previous day’s data, the following 
chart displays the changes in data before and after pro-
cessing.

Figure 1 Comparison of Stock Prices Before and After Filling Missing Values
3.2.1.2 Handling Outliers
Detection Methods: Outliers are typically identified using 
a box plot. The box plot displays the data distribution 

through quartiles and interquartile range (IQR), with out-
liers commonly defined as values below Q1-1.5IQR or 
above Q3+1. 5IQR.Handling Strategy: For detected out-
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liers, one can choose to either delete these data points or perform interpolation using nearby values.

Figure 2 Boxplot of Close Prices with Outliers
In Figure 3.2, a box plot of stock closing prices can be 
observed, which includes some outliers. These outliers are 
represented as points outside the box plot, significantly 
deviating from the main data distribution.
In this example, I intentionally increased the closing pric-
es of some data points by 1.5 times the normal value to 
simulate abnormal situations.
3.2.1.3 Data normalization
The commonly used normalization methods include Min-

Max normalization and Z-Score standardization. Howev-
er, in data processing in the stock market, since price data 
may have very large range differences, using Min-Max 
normalization is a more common choice because it main-
tains the relative relationships between all original data 
and is easier to interpret.
The formula for Min-Max is:, where  and  are respectively 
the maximum and minimum values in the data.
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Figure 3 Comparison of Original and Scaled Data with Dual Axis
Through Figure 3.3, it can be clearly seen that, despite the 
different scales of the data, normalization preserves the 
patterns and trends of the original data. This representa-
tion helps to validate the correctness of data processing, 
while ensuring consistency and effectiveness in model 
processing and comparison.
3.2.2 Emotion Data Preprocessing

Prior to conducting sentiment analysis, preprocessing of 
text data is an essential step.
lText Cleaning: Remove irrelevant characters, punctua-
tion, HTML tags, etc., and keep only meaningful text con-
tent.
lWord Segmentation: Chinese text needs to be segmented. 
Although the BERT model uses the WordPiece tokeniza-
tion method, preliminary word segmentation during pre-
processing can help understand the data clearly.
lConvert to BERT Input Format: Text needs to be convert-
ed into a format that BERT can understand, including:
Tokenization: Splitting the text into tokens. Add special 
tokens: Add special tokens at the beginning and end of the 
sentence ([CLS], [SEP]).
Pad or truncate: Normalize the text length to a consistent 
length (e.g., 50 tokens).
Attention mask: Create a mask to differentiate between 
real data and padded data.
3.2.3 Model Selection

In this study, considering the particularity of Chinese text 
processing and the requirements of sentiment analysis 
tasks, we selected BERT (Bidirectional Encoder Represen-
tations from Transformers) model as the core algorithm. 
BERT is a pre-trained language representation model that 
has been proven to perform excellently on various natural 
language processing tasks, including sentiment analysis.
3.2.3.1 Why choose BERT?
BERT stands out for its bidirectional architecture that 
accurately interprets words in varied contexts, essential 
for sentiment analysis. Pre-trained on vast text data, it ef-
ficiently adapts to new tasks with minimal training, auto-
matically extracting relevant features. Supported by major 
frameworks like TensorFlow and PyTorch, BERT benefits 

from extensive community resources, which streamline 
development. Its foundation on the Transformer model, 
with layers of self-attention mechanisms, enables compre-
hensive processing of text for precise sentiment categori-
zation.
BERT utilizes the Transformer architecture, featuring mul-
tiple layers of encoders with self-attention mechanisms 
and fully connected layers to handle sequential data com-
prehensively. For sentiment analysis, it converts text into 
a sequence of tokens, each embedded into vectors. The 
special [CLS] token begins the sequence, with its final 
state representing the entire sequence for classification. 
BERT then processes these vectors to predict sentiment 
categories like positive or negative using an additional 
output layer.
3.2.3.2 Parameter Settings
To achieve the optimal model performance, I adjusted the 
following parameters based on the task characteristics and 
data set size:
lLoss Function: Employing the CrossEntropyLoss, which 
is suitable for multi-class classification problems.
lOptimizer: Implementing the AdamW optimizer, known 
for its effectiveness in training deep learning models.
lLearning Rate: Fixed at 0.00001 to ensure stable conver-
gence during the learning process.
lBatch Size: set to 32, balancing the efficiency of memory 
consumption and model updates.
lEpochs: set to 8 rounds, sufficient for the model to con-
verge on the training data.
lMax Length: the maximum length of the input sequence 
is set to 50 tokens, considering the average length of Chi-
nese text and computational efficiency.
3.2.3.3 Model training and validation
Training Process:
Precision (blue line): The initial precision exceeded 0.72, 
demonstrating good initial performance. The precision 
slightly decreased afterwards but stabilized above 0.72 
after multiple epochs.
Recall (red line): The recall rate showed significant fluctu-
ations, indicating the model’s performance in recognizing 
all relevant examples is not stable, with an overall trend of 
gradual decline.
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F1 score (green line): The F1 score exhibited a downward 
trend overall, suggesting a trade-off between precision and 

recall.

Figure 4  Model Performance Evaluation
Summary: Although the accuracy is gradually improving, 
the performance of recall rate and F1 score suggests that 
the model may need further adjustments to improve its 
balance between positive and negative samples.
3.2.4 Model Selection in Machine Learning

Choosing the right machine learning model is one of the 
key steps for predicting A-share market trends based on 
machine learning and sentiment analysis. BERT has been 
selected for text processing in the sentiment analysis part. 
Now, we will discuss the machine learning models used 
for predicting stock market trends.
3.2.4.1 Why Choose Random Forest Algorithm
I’ve chosen the random forest algorithm for its strong 
performance with high-dimensional datasets like those in 
stock market analysis. This method builds multiple deci-
sion trees to overcome dimensionality issues and employs 
bagging to improve noise resistance and prevent overfit-
ting, crucial in dynamic financial environments. Random 
forests also handle unpredictable data distributions and 
allow efficient parallelization, making them ideal for fast 
processing of extensive financial datasets.
Feature engineering

Figure 5
Figure 3.5 displays the preliminary results of the chi-
square test. The chart shows the chi-square values of 
six features, including Relative Strength Index (RSI), 
Exponential Moving Average (EMA), Volume Change, 
Sentiment Score, Moving Average, and Bollinger Bands. 
From the graph, it is evident that the chi-square values of 

ESI and Volume change are the highest, indicating their 
strongest association with the target variable (stock price 
trend). This may be because they can effectively reflect 
market momentum, as volume changes often herald shifts 
in market trends. While sentiment scores rank only fourth, 
considering that sentiment scores can provide a different 
market perspective from traditional technical indicators, 
including sentiment scores as supplementary features may 
enhance the predictive accuracy and robustness of the 
model.
In conclusion, the selected features are: technical indica-
tors such as RSI and EMA, trading volume changes, and 
sentiment scores.
3.2.4.2 Model validation
During the experiment, I used 500 data points as the base 
training set, with a 20% test set and an 80% training set. 
The data were standardized and normalized to ensure sta-
bility. Following the principles of trial and error as well as 
experience-based parameter tuning, I experimented with 
using a step size of 1, 3, and 10 trading days, with multi-
ple features per trading day as input, and the closing price 
of one trading day as the output for training. Ultimate-
ly, it was found that using a 3-day trading day step size 
with trading data and sentiment as features, in a random 
forest model with the following parameter settings: 100 
trees, maximum depth of 10, feature sampling equal to 
the square root of the total number of features, Bootstrap 
sample set to True, resulted in a good fit for predicting the 
stock price of the next day.
In order to evaluate the performance of the model, I 
used 5-fold cross-validation, and the following are the 
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cross-validation results.

Table 3.1
Folds number 1 2 3 4 5 average
Random forest 

accuracy 72.5% 70.8% 73.0% 71.5% 74.8% 72.2%

Save the trained model and perform model saving every 
50 trading days. The total test interval length is set to the 
last 150 days of each stock dataset. Generate a compari-

son chart of the predicted trends before and after adding 
emotional scores as input features, as shown in Figure 3.6, 
Figure 3.7.

Figure 3.6
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Figure 3.7
In order to further evaluate the performance of the model 
in predicting different stocks, four indicators were select-
ed as criteria for judging the experimental results, namely 
mean squared error (MSE), mean absolute error (MAE), 
mean absolute percentage error (MAPE), and coefficient 

of determination () as model evaluation standards. Train-
ing was conducted using a rolling model, recording and 
calculating the average evaluation indicators for stocks in 
the test set.

Table 3.2
test collections1 MAE MSE MAPE

Excluded emotional indicators 0,686 1.642 0.010 0.827
included emotional indicators 0.612 1.401 0.015 0.835

test collections2 MAE MSE MAPE
Excluded emotional indicators 0.0439 0.105 0.023 0.818
included emotional indicators 0.008 0.032 0.015 0.827

When the values of MAE, MSE, and MAPE are smaller, 
and R2 is closer to 1, it indicates that the model has a 
better fit. As can be seen from Table 3.2, the trained mod-
el achieved an average goodness of fit R2 of over 80% 
on the test set, showing a good fitting effect; the overall 
fitting degree of the model improved after adding the 
emotion score index, with a decrease in the loss value, in-
dicating that the inclusion of the emotion score index has 
a certain impact on the stock prediction model.

4. Conclusion
This paper delves into the prediction of A-share market 
trends using machine learning and sentiment analysis, 
enhancing predictive capabilities by combining traditional 
technical analysis with advanced algorithms. It details the 
entire workflow from data collection to model deploy-
ment, covering data preprocessing, feature engineering, 
model training, validation, and the final deployment and 
performance monitoring.
The research highlights the crucial role of data preprocess-
ing in addressing missing values and outliers in financial 
time series. Feature engineering is enriched by incorpo-
rating technical indicators like RSI, EMA, and sentiment 
scores, creating a robust feature set that captures market 
trends and emotions. The effectiveness of random forests 
and gradient boosting trees in managing complex non-lin-
ear relationships is confirmed, with performance metrics 
such as MSE, MAE, MAPE, and R² demonstrating the 
models’ accuracy and generalization capability. These 
models provide reliable predictions that can guide investor 
decisions in the A-share market.
The study concludes with the successful practical ap-
plication of the model, bridging theory and practice for 
operational use in trading systems. Looking forward, the 

paper suggests directions for future research, including 
addressing forecasting disparities across different sectors, 
integrating deep learning models like CNN and LSTM for 
improved predictions, expanding data sources to enhance 
sentiment analysis, developing algorithms for real-time 
parameter adjustments, and incorporating sophisticated 
risk assessment mechanisms to maintain stability during 
market fluctuations.
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