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Abstract
The strategic board game Gomoku has become a compelling domain for artificial intelligence (AI) research, particularly 
in developing and applying machine learning techniques. This paper comprehensively analyzes advanced machine 
learning strategies in Gomoku, focusing on logistic regression for board evaluation, neural networks for pattern 
recognition, and reinforcement learning for strategic gameplay. We discuss integrating these techniques in creating a 
sophisticated AI capable of high-level play and adaptability. Through this exploration, we highlight the potential of AI 
in strategic decision-making and its broader applications beyond board games.
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1. Introduction
1.1 The Evolution of Board Games as a 
Testbed for Artificial Intelligence
Applying machine learning (ML) to board games has 
long been crucial to artificial intelligence (AI) research. 
Board games offer a structured yet complex environment 
for developing and testing AI algorithms. Among these, 
Gomoku, or “Five in a Row,” stands out for its unique 
blend of simplicity in rules and depth in strategic 
complexity, making it an ideal candidate for exploring 
advanced machine learning techniques (Samuel, 1959; 
Silver et al., 2016). This paper aims to delve deep into the 
application of neural networks and reinforcement learning 
in Gomoku, revealing both AI’s potential and challenges 
in strategic board games.

1.2 Purpose and Scope of This Paper
This paper aims to contribute to this evolving narrative 
by focusing on Gomoku, a game that, while less explored 
than Chess or Go, offers a unique set of challenges and 
opportunities for AI research. By analyzing the application 
of machine learning techniques, especially neural 
networks (LeCun et al., 1998) and reinforcement learning 
(Sutton & Barto, 2018), this study seeks to demonstrate 
how these technologies can be adapted to develop 
sophisticated game strategies and implement an AI player 
capable of competing at high levels of gameplay. Through 
this exploration, the paper seeks to advance the field of AI 
in board games and offer insights into broader applications 
of AI in complex decision-making scenarios (Russell & 
Norvig, 2016).

2 Understanding Gomoku: Detailed 

Game Analysis
2.1 Gomoku: An Overview of the Game
Gomoku, also known as “Five in a Row,” is a classic 
board game that is simple to learn and deep in strategy. 
It is traditionally played on a 15x15 grid board, where 
two players take turns placing black and white stones, 
respectively, with the objective being to align five 
stones of their color in a row, horizontally, vertically, 
or diagonally. Unlike games with predefined starting 
positions like Chess, Gomoku starts on an empty board, 
offering a blank canvas for strategic creativity. (Lai, 
2001).

2.1 Strategic Depth and Complexity
The strategic depth of Gomoku arises from its vast array 
of possible moves and the necessity for foresight and 
adaptability. With each move, the number of possible 
game states increases exponentially, making predicting 
all potential future moves impractical, a stark contrast to 
simpler games like Tic-Tac-Toe.
Gomoku openings are less studied compared to Chess 
but are equally crucial. Openings often set the tone for 
the game, where players aim to position themselves 
advantageously while limiting their opponent’s options. 
Popular opening strategies include the standard, central, 
and edge openings. Each has its strengths and weaknesses, 
influencing the game’s progression.
An intricate interplay of offensive and defensive moves 
characterizes the mid-game in Gomoku. Players must 
constantly evaluate the board, looking for opportunities 
to create an unbroken line of five while blocking their 
opponent’s attempts. Key tactics include creating multiple 
threats simultaneously (forks), forcing the opponent 
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to defend, and strategically sacrificing stones to gain a 
positional advantage.
The board becomes increasingly crowded as the game 
progresses, leading to more complex endgame scenarios. 
The endgame often involves navigating narrow paths 
to victory while avoiding traps set by the opponent. 
Recognizing patterns that lead to winnable positions or 
draw scenarios is crucial in the endgame.

2.3 Mathematical and Combinatorial Aspects
The mathematical underpinnings of Gomoku add a layer 
of complexity to the game. The combinatorial nature of 
the game, involving permutations and combinations of 
moves, is a rich area of study.
The combinatorial complexity of Gomoku, given its 
15x15 grid, is significantly higher than simpler games like 
Tic-Tac-Toe. This complexity presents both a challenge 
and an opportunity for developing advanced AI strategies. 
The game is categorized as an NP-hard problem in 
computational complexity theory, indicating the difficulty 
of solving the game through brute-force methods.
Probability plays a role in predicting the likelihood of 
winning from certain positions. Statistical analysis of 
board positions can inform strategic decisions, such as 
where to play to maximize chances of winning or blocking 
an opponent’s win.

3 Machine Learning in Gomoku
3.1 Logistic Regression for Board Evaluation
Logistic regression, a statistical method for binary 
classification, offers a unique approach to evaluating board 
positions in Gomoku. By modeling the probability of 
winning given a particular board state, logistic regression 
provides a quantitative measure of a position’s strength, 
an essential aspect for both strategic planning and real-
time decision-making in the game.
3.1.1 Feature Engineering for Gomoku Board 
Evaluation

a. Board Representation as Features
Each position on the Gomoku board can be represented 
as a feature. Typically, this involves encoding the board 
into a numerical format where different values represent 
empty spots, black and white stones. More sophisticated 
representations might include the raw board state and 
derived features that capture critical aspects of the 
Gomoku strategy, such as the number of open threes, 
closed fours, or potential forks (Alpaydin, 2014).
b. Capturing Spatial Relationships
Unlike some other applications of logistic regression, in 
Gomoku, it is crucial to capture the spatial relationships 
between stones. This can be achieved by including 

features representing patterns or configurations of stones 
on the board.
3.1.2 Model Training and Optimization

a. Data Collection
A large dataset of Gomoku games is required, ideally 
containing various playing styles and strategies. Each 
game in the dataset provides multiple training examples 
- various board states and their corresponding outcomes 
(win/loss/draw).
b. Training Process
The logistic regression model is trained using this 
dataset. The goal is to optimize the model’s parameters 
to accurately predict a game’s outcome from any given 
board state. Techniques like gradient descent minimize 
prediction error, adjusting the model’s weights based on 
the differences between the predicted and actual outcomes.
3.1.3 Logistic Regression in Strategy Development

a. Evaluating Board Positions
Once trained, the logistic regression model can 
evaluate board positions in real time, guiding the most 
advantageous moves. For instance, the model can identify 
positions that significantly increase the probability of 
winning.
b. Integrating with Game Strategy
This probabilistic evaluation is integrated into the AI’s 
decision-making process. The AI uses these evaluations 
to choose moves that maximize its chances of winning, 
considering both offensive and defensive considerations 
(Hastie et al., 2009).
3.1.4 Limitations and Challenges

a. Handling Non-Linearity
One of the challenges with using logistic regression in 
Gomoku is its inherent linearity. Gomoku’s strategic 
complexity often involves non-linear interactions between 
board positions, which logistic regression might not 
capture effectively (James et al., 2013).
b. Computational Efficiency
The computational efficiency of evaluating board positions 
using logistic regression is crucial, especially given the 
large number of potential moves in each turn. Optimizing 
the model for speed and accuracy is a key consideration.
3.1.5 Conclusion

Logistic regression offers a valuable tool for board 
evaluation in Gomoku, providing insights into the 
probability of winning from different board states. While 
it has limitations, particularly in capturing the game’s non-
linear complexities, it is an essential component of a more 
comprehensive AI strategy that combines various machine 
learning techniques to master the game of Gomoku.
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3.2 Neural Networks for Pattern Recognition 
in Gomoku
3.2.1 Introduction to Neural Networks in Gomoku

Neural networks, particularly Convolutional Neural 
Networks (CNNs), are well-suited for recognizing 
complex patterns on the Gomoku board. Their ability 
to identify and interpret spatial relationships between 
stones makes them ideal for analyzing board positions, 
identifying potential threats, and suggesting strategic 
moves.
3.2.2 Architecture of Neural Networks for Gomoku

a. Convolutional Layers
CNNs use convolutional layers to process the board’s 
grid. These layers apply filters that detect specific patterns, 
such as lines of stones or potential traps (Goodfellow et 
al., 2016). The convolutional layers are adept at capturing 
the spatial relationships between stones, a critical aspect 
of understanding Gomoku’s dynamics.
b. Activation Functions
Activation functions in neural networks introduce non-
linearity, enabling the model to learn complex patterns. 
Functions like ReLU (Rectified Linear Unit) are 
commonly used in CNNs for tasks like this.
c. Pooling Layers
Pooling layers reduce the spatial size of the representation, 
decreasing the computational power required to process 
the data while maintaining important information about 
the patterns.
d. Fully Connected Layers
After convolutional and pooling layers, the network uses 
fully connected layers to interpret the extracted features 
and make decisions. In the context of Gomoku, this might 
involve assessing the strategic value of certain patterns or 
predicting the next best move.
3.2.3 Training Neural Networks for Gomoku

a. Dataset and Preprocessing
Training a neural network for Gomoku requires a large 
dataset of game positions and outcomes. Each position 
is labeled with the move made or the game’s outcome. 
Preprocessing involves converting the Gomoku board 
into a format suitable for the neural network, often a 
binary matrix representation where different channels can 
represent the positions of black stones, white stones, and 
empty spaces.
b. Learning Process
The network is trained using backpropagation, adjusting 
its weights based on the error between its predictions and 
the actual outcomes. Techniques such as dropout prevent 
overfitting, ensuring the network generalizes well to new, 

unseen board positions (Srivastava et al., 2014).
3.2.4 Application in Game Strategy

a. Pattern Recognition and Threat Identification
The trained neural network can recognize complex 
patterns on the board, identifying potential threats from 
the opponent and opportunities to create winning lines. 
The network can differentiate between immediate threats 
that must be blocked and potential setups for future 
moves.
b. Assisting in Decision Making
The output from the CNN can be used to guide the 
AI’s decision-making process, suggesting moves that 
align with recognized winning patterns or disrupt the 
opponent’s strategy.
3.2.5 Challenges and Considerations

a. Complexity of Patterns
Gomoku involves a wide range of patterns, and the neural 
network must be able to recognize subtle variations. This 
requires a carefully designed network architecture and 
extensive training.
b. Balance between Flexibility and Specificity
The network must be flexible enough to adapt to different 
play styles but specific enough to provide accurate and 
useful insights into the game’s current state.
3.2.6 Conclusion

Neural networks, especially CNNs, are crucial in 
mastering Gomoku by efficiently recognizing complex 
patterns and informing strategic decisions. Their ability 
to process spatial information and learn from examples 
makes them an indispensable tool in developing an AI 
capable of high-level play in this strategically rich board 
game.

3.3 Reinforcement Learning in Gomoku
3.3.1 Introduction to Reinforcement Learning

Reinforcement Learning (RL) represents a pivotal shift 
in machine learning landscape, particularly in strategic 
games like Gomoku. At its core, RL is a machine 
learning method where agents learn to make decisions 
by performing actions in an environment to achieve 
cumulative reward (Sutton & Barto, 2018). Unlike 
supervised learning, RL does not require labeled input/
output pairs and is not purely focused on finding patterns 
in data. Instead, it is about learning from interaction, 
making it exceptionally suitable for games where 
decision-making is key.
3.3.2 Implementing Reinforcement Learning in 
Gomoku

The implementation of RL in Gomoku involves several 
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critical steps. Firstly, the RL agent must understand the 
state of the game board at any given time. The state 
represents the board’s configuration, which the agent 
uses to decide its next move. In this context, the action is 
placing a stone on the board. After each action, the agent 
receives feedback in the form of rewards, typically given 
at the end of the game – positive for a win and negative 
for a loss. This feedback helps the agent learn what board 
configurations will likely lead to a win or a loss over time.
Training an RL agent for Gomoku is computationally 
intensive. It involves playing thousands, if not millions, of 
games against itself or predefined strategies. During this 
process, the agent gradually refines its policy – a set of 
rules that dictate its actions based on the game’s current 
state (Silver et al., 2017).
3.3.3 Case Studies and Results

One of the most notable applications of RL in board 
games is AlphaGo, which Google DeepMind developed. 
While AlphaGo was designed for the game of Go, its 
underlying principles are highly applicable to Gomoku. 
AlphaGo’s success was rooted in its ability to evaluate 
board positions and use a policy network to select the next 
move, coupled with a value network to predict the winner 
of the game from each position (Silver et al., 2016). This 
approach, when applied to Gomoku, could lead to the 
development of an AI player that not only understands the 
game’s intricacies but can also adapt its strategy in real 
time, learning from each game it plays.

4 Future Directions in AI for Gomoku
4.1 Emerging Trends in Machine Learning
As the field of artificial intelligence continues to evolve, 
new developments in machine learning are poised to 
further enhance AI capabilities in games like Gomoku. 
Deep Reinforcement Learning (DRL) is one such 
emerging trend. It combines the depth and complexity-
handling capacity of deep learning with the decision-
making prowess of reinforcement learning. DRL systems, 
such as DeepMind’s AlphaZero, have shown remarkable 
proficiency in mastering complex games through self-play 
without prior knowledge of the game’s strategies (Silver et 
al., 2018). Applying similar DRL frameworks to Gomoku 
could lead to the development of even more sophisticated 
AI players who can learn and innovate new strategies 
independently.
Another promising area is the use of Generative 
Adversarial Networks (GANs). GANs, known for their 
ability to generate synthetic data that is indistinguishable 
from real data, could be utilized to create diverse and 
challenging game scenarios for Gomoku. This would 

allow AI systems to train against various strategies and 
conditions, enhancing their adaptability and strategic 
depth (Goodfellow et al., 2014).

4.2 Potential Applications Beyond Gomoku
The advancements in AI for Gomoku are not just limited 
to gaming. The insights and techniques derived from 
developing AI for Gomoku have broader implications. 
For instance, the strategic decision-making and pattern 
recognition skills honed in Gomoku AI can be applied 
to real-world problems in logistics, financial planning, 
and cybersecurity, where similar strategic analysis and 
foresight are crucial.
Moreover, the methodologies and algorithms developed 
for Gomoku can be adapted for educational purposes, 
teaching concepts of AI and machine learning through 
a familiar and engaging medium. This approach can 
make learning about AI more accessible and enjoyable, 
potentially inspiring future innovations.
Conclusion
In conclusion, exploring machine learning techniques 
in the game of Gomoku has demonstrated significant 
potential for AI in complex strategic environments. 
Logistic regression has proven valuable for evaluating 
board positions, while convolutional neural networks have 
excelled in pattern recognition, contributing to advanced 
strategic planning. Reinforcement learning has further 
enhanced the AI’s decision-making process, enabling 
the development of a competitive Gomoku player. These 
techniques push the boundaries of AI in board games 
and pave the way for applications in various real-world 
scenarios that require strategic analysis and decision-
making. Future research may expand upon integrating 
these methods, exploring new machine learning 
advancements to further improve AI performance in 
Gomoku and other strategic challenges.
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