
ISSN 2959-6157

Dean&Francis

161

abstract:
This article explores the theoretical application of 
sketching techniques to Large Language Models (LLMs), 
which use deep learning and extensive datasets for natural 
language processing tasks. The study summarizes two 
approaches: PolySketchFormer and Prompt Sketching. 
PolySketchFormer accelerates transformer models using 
sketching for performance optimization, while Prompt 
Sketching aims to enhance model accuracy. The article 
delves into the theory and processes of these methods, 
highlighting their advantages and potential implications for 
advancing LLM capabilities.

Keywords: Large Language Model (LLM), Sketching, 
PolySketchFormer, Prompt Sketching

1. Introduction
Large Language Models (LLMs) represent a signif-
icant advancement in artificial intelligence, employ-
ing deep learning techniques and incorporating a vast 
array of parameters to understand and process human 
language, which empowers them to execute a broad 
spectrum of natural language processing tasks, in-
cluding but not limited to text generation, translation, 
summarization, and other related activities.    The 
foundation of LLMs often includes architectures 
such as the transformer, which utilizes mechanisms 
like self-attention to assign varying levels of im-

portance to different words within a sequence. This 
approach enables the models to achieve a nuanced 
and context-aware comprehension and generation of 
language. “LLMs have emerged as cutting-edge arti-
ficial intelligence systems that can process and gener-
ate text with coherent communication and generalize 
to multiple tasks.” [1].
Sketching typically refers to an algorithmic tech-
nique designed to expedite large-scale computations. 
The core concept involves data compression by mul-
tiplying a large matrix by a smaller, often random 
matrix with specific properties, thereby reducing 
computational demands. Linear sketching operates 
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on the principle that “given a matrix, one first compresses 
it to a much smaller matrix by multiplying it by a (usually) 
random matrix with certain properties” [2].
In this article, we aim to theoretically examine the ap-
plication of sketching techniques to LLMs, proposing 
various approaches and discussing their potential impli-
cations. Our research has focused on PolySketchFormer, 
which employs sketching to accelerate transformer mod-
els and enhance their performance [3], as well as Prompt 
Sketching, in which the process is template creation, 
variable prediction, and intermediate instruction insertion. 
The Prompt Sketching seeks to improve model accuracy 
[4]. This article delineates the theoretical framework and 
processes underlying each method and their advantages. 
We integrate the Polysketchformer and Prompt sketching 
technology and analyze possible improvements to find out 
the possibility of using sketching to improve LLM’s per-
formance.

2. Methodology
The origins of the scholarly material for this research en-
compass the institutional library, the Google Scholar digi-
tal repository, and the esteemed suggestions offered by the 
professor. Initially, we intended to delve into the practical 
applications of sketching methodologies and the Retriev-
al-Augmented Generation (RAG) framework.   However, 
our investigative trajectory ultimately gravitated toward 
the Large Language Models (LLMs), with a particular in-
terest in examining the potential integration of sketching 
techniques within the context of LLMs.
Through a meticulous process of literature review, we 
meticulously evaluated the available sources, engaged in 
an in-depth analysis of the pertinent data and scholarly 
insights, and meticulously organized the findings. This 
rigorous methodology culminated in the synthesis of a 
comprehensive summary, which serves as the foundation 
for the present academic discourse.

3. literature review

3.1 Theme 1
Large Language Models (LLMs) have significantly ad-
vanced natural language processing (NLP) by effectively 
understanding and generating human language [5,6]. 
However, their substantial computational cost and mem-
ory requirements pose notable challenges [7]. Sketching 
techniques have emerged as a promising solution to miti-
gate these issues by providing efficient approximations of 
data representations and operations [2].
One notable advancement in this area is the PolySketch-

Former, which integrates polynomial kernel methods 
with sketching techniques to accelerate Transformer 
models. The primary challenge that PolySketchFormer 
addresses is the computational complexity associated with 
the self-attention mechanism in Transformers, which is 

O n( 2 ) for a sequence length n [3]. PolySketchFormer 

employs polynomial kernels to approximate the self-atten-
tion scores, thereby reducing this complexity. The poly-
nomial kernel function, K x y x y c( , ( )) = +T d , allows for 
a low-dimensional representation of the attention matrix, 
enabling faster computation [3].
In addition to polynomial kernels, PolySketchFormer 
incorporates sketching techniques to further optimize 
performance. Sketching reduces the dimensionality of the 
data by creating compact summaries or sketches that ap-
proximate the original data with high probability. Specif-
ically, a method known as Polynomial Sketching is used 
to maintain the frequency counts of elements in the data 
stream, significantly lowering the memory footprint and 
computational load [3]. This combination allows PolyS-
ketchFormer to balance the trade-off between computa-
tional efficiency and model accuracy.
PolySketchFormer achieves these improvements through 
several key innovations:
1. Polynomial Attention: By using high-degree polynomi-
al kernels, the model replaces the softmax function in the 
attention mechanism without sacrificing model quality [3].
2. Approximate Feature Mapping: The model applies 
sketching techniques from numerical linear algebra to 
compute low-dimensional approximate feature mappings 
that approximate the high-dimensional polynomial kernel 
features. This approach ensures that the attention mecha-
nism remains computationally feasible while maintaining 
performance [3].
3. Handling Causal Masks: PolySketchFormer uses a 
block-based algorithm to efficiently apply causal masking, 
which is crucial for autoregressive tasks like language 
modeling [3]. This method allows the model to maintain 
linear-time complexity while handling the dependencies 
within long sequences.
These innovations are empirically validated by training 
language models on datasets like PG19, Wikipedia, and 
C4, using Google Cloud TPUs. The results demonstrate 
that PolySketchFormer achieves a 2x speedup in training 
for GPT-2 style models with context lengths of up to 32k 
tokens, without any observed degradation in model quali-
ty [3].

3.2 Theme 2
With the development of large-scale language models 
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(LLMs), researchers are constantly exploring new ways to 
improve the performance and generative power of these 
models. A feasible study is that we can apply Sketching 
techniques to LLM models to improve efficiency [2]. 
However, Beurer-Kellner, L et al. proposed a novel hint-
ing technique called Prompt Sketching [4]. This technique 
optimizes the generation process by allowing LLMs to 
predict the values of multiple variables in a template, pro-
viding better control and efficiency.
Prompt Sketching is a new prompting paradigm designed 
to address the limitations of traditional sequential prompt-
ing methods. In traditional approaches, models generate 
intermediate results and final answers through sequential 
queries, but these approaches often result in disconnect-
ed and lengthy intermediate responses [8]. In contrast, 
Prompt Sketching responds to prompts by predicting the 
values of multiple variables in a template, enabling users 
to provide a framework for reasoning through intermedi-
ate commands, leading to better overall results [4].
Specifically, Prompt Sketching involves several key steps: 
the first is template creation: the user creates a template 
containing multiple variables that will be predicted by the 
model during generation. The second is a variable pre-
diction: the model not only completes the current prompt 
during the generation process but also predicts the values 
of multiple variables specified in the template. The third 
is intermediate instruction insertion: during the generation 
process, intermediate instructions provided by the user are 
inserted to guide the model’s reasoning process.
The researchers introduced Prompt Sketching by devel-
oping two advanced sketch-aware decoders, VAR (Vari-
able-Level Beam Search) and BEAMVAR (Variable-Grid 
Beam Search). These decoders, inspired by the study of 
Post and Vilar [9], enhance the inference process by op-
timizing the overall template likelihood. They effectively 
tackle the issues of duplication and deviation, which are 
prevalent in traditional decoding methods.
Luca Beurer-Kellner et al. conducted an extensive ex-
perimental evaluation of Prompt Sketching, validating 
its effectiveness in several reasoning benchmark tasks 
[4]. These tasks included logical reasoning, arithmetic 
reasoning, and general question-and-answer tasks. The 
experimental results showed that Prompt Sketching out-
performed existing sequential prompting schemes, such as 
direct questioning or chain thinking, on seven reasoning 
benchmark tasks. In tasks such as logical reasoning and 
arithmetic reasoning, Prompt Sketching significantly im-
proves the accuracy of the model ultimately improving 
the accuracy of the task by 10% [10]. Additionally, this 
technology can control the reasoning process: the sketch-
aware decoding program makes the reasoning process 
more controllable by optimizing the overall likelihood of 

the template [4]. Overall, Prompt Sketching revolution-
izes the way LLMs deal with complex reasoning tasks 
by providing a structured and controlled approach to text 
generation. Advances in template-guided reasoning and 
sketch-aware decoding demonstrate significant accuracy 
and coherence improvements, making sketch prompting 
an invaluable tool in the development and application of 
LLMs.

4. Comparison and analysis
PolySketchFormer and Prompt Sketching demonstrate 
how sketching techniques can be leveraged to improve the 
efficiency and effectiveness of Large Language Models 
(LLMs).
By integrating polynomial kernels and sketching tech-
niques, PolySketchFormer successfully optimizes Trans-
former models. Polynomial kernels help to reduce com-
putational complexity. While a sketching technique called 
Polynomial Sketching can reduce the dimensionality of 
the data. By using high-order polynomial kernels and ap-
proximate feature maps, the computational complexity of 
the self-attention mechanism is reduced, thereby speeding 
up training without sacrificing model quality [3]. More-
over, another study called Prompt Sketching introduces 
a new sketching technique that can enhance LLMs effi-
ciency. By predicting multiple variables within predefined 
templates, Prompt Sketching allows for more controlled 
and coherent text generation. This method not only im-
proves accuracy in reasoning tasks but also provides users 
with greater influence over the model’s decision-making 
process, leading to more insightful and contextually ap-
propriate outputs [4].
PolySketchFormer and Prompt Sketching highlight how 
sketching techniques can be used in various occasions 
related to LLMs. Furthermore, PolySketchFormer shows 
how Sketching techniques can be combined with other 
techniques to maintain both the accuracy and efficiency 
of the training of LLMs. As for Prompt Sketching, it in-
dicates the possibility of enhancing the reasoning ability 
of LLMs by using sketching techniques. These insightful 
studies can inspire us to study sketching techniques better. 
Both PolySketchFormer and Prompt Sketching show how 
sketching techniques can be used as a means to improve 
the efficiency of LLMs. In the current AI training study 
field, the training of a model is always time-consuming, 
and making it more efficient has always been the focus of 
many researchers. We see how powerful sketching tech-
niques can be when addressing this problem.
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5. Challenges and Future directions
Looking ahead, the continued refinement and adoption 
of sketching techniques may help to further develop the 
current LLMs. Future research may explore deeper inte-
grations of polynomial kernels and advanced sketching 
methods to tackle even larger datasets and more complex 
language tasks. Moreover, researchers may explore the 
possibility of combining Sketching techniques with even 
more other techniques to solve the possible problems 
brought by using Sketching techniques alone, like loss of 
accuracy. In the future, it is also possible to apply sketch-
ing techniques in other models in addition to LLMs, like 
Large Multimodal Models (LMMs).
However, many challenges remain. The actual application 
of sketching techniques can be very hard as decoding can 
be one of them [4]. Future research should focus on de-
veloping more robust sketching algorithms to minimize 
accuracy loss and explore their integration with other ad-
vanced techniques. Sketching techniques are also mainly 
applied to LLMs which leaves us with almost no experi-
ence of how to apply them on other models.

6. Conclusion
PolySketchFormer and Prompt Sketching represent im-
portant advances in leveraging sketching techniques 
to improve the performance of large language models. 
PolySketchFormer optimizes the computational efficiency 
of Transformer models, while Prompt Sketching improves 
the accuracy and control of text generation in reasoning 
tasks. This technology makes Sketching a valuable tool 
for the development and application of LLMs. As research 
in this field continues to develop, further improvements 
and integration of sketching methods are expected to re-
veal new possibilities to improve the efficiency and effec-
tiveness of LLMs. Applying sketching techniques to other 
model architectures (such as LMMs) is also expected to 
extend these benefits to a wider range of AI applications. 
Ultimately, continued advances in sketching techniques 
will play an important role in shaping LLMs and their ca-
pabilities in natural language processing and other fields.
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