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Abstract:
In the era of online shopping, understanding customer 
behavior has become increasingly crucial. By analyzing the 
detailed factors that influence customer actions, businesses 
can gain deeper insights into their clientele and enhance 
their targeted marketing strategies. This study investigates 
the influence of various factors on online customer 
purchasing frequency using a comprehensive dataset. The 
research is divided into two phases. Initially, the decision 
tree and random forest algorithms were utilized to analyze 
all dataset features, establishing a baseline model and 
determining feature importance. Subsequently, the second 
phase delved into the impact of feature count on model 
efficacy by incrementally eliminating less significant 
features. The study revealed that a model incorporating 
half of the features—namely purchase amount, age, review 
rating, previous purchases, location, color, purchased item, 
and shipping type—achieved comparable performance 
to the full-feature model. This streamlined approach not 
only expedited computation time but also reduced memory 
usage during the training process, offering valuable insights 
for businesses to refine their marketing strategies and 
enhance customer engagement. The findings underscore 
the potential of data-driven methods to optimize marketing 
efforts in the e-commerce sector, making a fundament for 
the future analysis.

Keywords: Online behavior; frequency of purchase; de-
cision tree; random forest.

1. Introduction
Post COVID-19 pandemic, the popularity of e-com-
merce is growing. An increasing number of people 
tend to buy products online. Based on statista’s stud-

ies, global retail e-commerce sales reached an esti-
mated $5.8 trillion in 2023 and are expected to hit $8 
trillion by 2027 [1]. This result reflects that people’s 
purchase behaviors have been already reshaped. With 
the tendency of online shopping, studying customer 
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behavior on the Internet has become a hot topic in recent 
years. Rich collection of customer behavior analysis can 
not only enable businesses to formulate targeted market-
ing strategies, optimize product offerings, but also en-
hance overall customer satisfaction.
The field of behavior analysis includes a comprehensive 
framework for investigating and understanding human 
behavior [2]. Traditional research are basically related to 
social psychology such as Theory of Planned Behavior 
(TPB) [3] and Technology Acceptance Model (TAM) [4]. 
The emergence of data mining and artificial intelligence 
technology has resulted in the transformation of behavior 
analysis from a theory-driven psychological study to a 
data-oriented interdisciplinary study, like healthcare [5], 
robot simulation [6], and particularly within the realm 
of business [7]. The motivation of customer behavior in 
commerce are actually divided into two categories: The 
detection of behavioral patterns can give a fuller picture 
of customers, while the prediction of behaviors can al-
low businesses to develop more appropriate strategies 
for existing and potential customers [8]. For example, 
Ernawati et al. [9] proposed a novel framework that lever-
aged data mining methods and segmentation technologies 
to investigate and comprehend customer characteristics 
within a Geographic Information System (GIS) environ-
ment. Further, Arefin et al. employed a set of supervised 
machine learning models to predict Customer Lifecycle 
Value (CLV) of UK retail industry [10]. However, it is 
worth noting that these studies mainly work on existing 
traditional industry datasets, which are often measured by 
large organizations, and lack a focus on emerging indus-
try datasets such as online shopping data. Furthermore, 
businesses often pay more attention to the exploration of 
customers they prefer, but ignore the growth of custom-
ers they have, no matter what industry they are in. This 
preference is also an important factor of uneven research 
content. For instance, in order to find high-value e-shop 
clients, Sakalauskas and Kriksciuniene proposed a new 
algorithm to measure customer engagement by utilizing 
clickstream data, including but not limited to time spent 
on the website and frequency of visits to e-shops [11].
Based on existing research, this study would pay more 
attention to the factors influencing the decision-making 
process of online customers, which will assist enterprises 
in refining their marketing strategies for inactive custom-
ers. To show different analysis from others, consumer 
behavior and shopping habits dataset [12] is ultimately 
chosen to explore the factors of frequency of purchases of 
customers. The rest structure of this paper is organized as 
follows: Section 2 introduces 2 referred methods: decision 
tree and random forest model used in this study. Section 3 
provides results and discussion on feature importance and 

the influence of number of features in model performance. 
The conclusion of this work and future work is discussed 
in Section 4.

2. Method

2.1 Dataset Preparation
In this study, a consumer behavior and shopping habits 
dataset from Kaggle [12] was used. The dataset provided 
comprehensive insights into consumer preferences and 
purchasing behaviors, such as their age, gender and pre-
vious purchases etc. The original dataset contained 3,900 
customer data, each containing 18 items of personal infor-
mation. In order to investigate the factors influencing cus-
tomers’ purchasing frequency, column named “Frequency 
of Purchases” was utilized as a label, which indicates how 
often the customer engages in purchasing activities. Fig. 
1 shows the distribution of labels. The remaining columns 
(except for the “Customer ID” column) were used as fea-
tures to train the model to find a relationship with the fre-
quency of customer purchases. Fig. 2 shows an example 
of correlation between column aged “Gender” and “Fre-
quency of Purchases”.

Fig. 1 The distribution of Frequency of 
Purchases (Photo/Picture credit: Original)
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Fig. 2 The distribution of Frequency of Purchases by Season (Photo/Picture credit: Original)
The preprocessing used in this study consists of four 
steps. First, the column named “Customer ID” was 
dropped, as it was deemed superfluous for data analysis 
purposes. Second, text standardization was applied to 
deal with all columns. In this dataset, there were 12 cat-
egorical columns e.g. Gender used to describe customer 
behavior. To make samples suitable for training models, 
class “OrdinalEncoder” method is utilized to standardize 
such categorical data by converting text into numerical 
values. For instance, after data standardization, “male” of 
“Gender” is represented as 1 while “female” of “Gender” 
is represented as 2. Also, this study preprocessed the re-
maining 4 non-numerical columns e.g. Age into numerical 
columns. Third, the dataset was divided into training set 
and test set: The number of samples in the training set is 2, 
613 while the number of samples in the test set is 1, 287. 
Finally, a StandardScaler is chosen to normalize the data-
set. Initially, the training data is transformed to establish 
a standard, and subsequently, the test data is normalized 
based on this standard.

2.2 Machine Learning-based Classification
This paper chose decision tree and random forest model 
from scikit-learn, two classical Machine Learning (ML) 
algorithms, as the proposed methods. The ratio of training 
set to test set was 8:2, and the random state was set to 42. 
After training, evaluation metrics including accuracy, and 
F1-score were utilized to measure the results of machine 
learning models. Mathematically, the relationship of these 

measures can be written as below [13]:

	 Accuracy =
TP TN FP FN+ + +

TP TN+ � (1)

	 Precison =
TP FP

TP
+

� (2)

	 Recall =
TP FN

TP
+

� (3)

	 F score1− = =

Precison Recall
1 1

2 2

+ 2TP FP FN+ +
TP � (4)

Where TP represents true positive, which describes the 
number of records that are correctly classified; TN rep-
resents true negative, which describes the number of the 
correct rejection of records that have been classified; FP 
represents false positive, which describes the number of 
records incorrectly classified; FN represents false nega-
tive, which describes the number of incorrect rejection of 
records that have been classified [14].
2.2.1 Decision tree

Decision Tree (DT) is a flowchart-like structure in the 
field of machine learning that is used for classification 
and regression [15]. The concept of DT was derived from 
the conventional tree structure, characterized by a central 
node and multiple leaves nodes and branches. It breaks 
down a dataset into smaller subsets by Recursive Portion-
ing Algorithm (RPA) while at the same time, sub-trees are 
incrementally developed [16]. Each internal node in the 
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tree corresponds to a feature attribute, each branch rep-
resents a decision rule, and each leaf node represents an 
outcome.
In this paper, pre-pruning was utilized as the method for 
decision tree simplification and overfitting mitigation. Af-
ter that, data groups were divided based on their features, 
following the decision rules mentioned above. The pro-
cess terminated when all records in the current subset are 
classified into the same class [17].
2.2.2 Random forest

Random Forest (RF) is an ensemble learning method that 
operates by constructing a multitude of decision trees 
randomly at training time and predicts by using an equal-
ly weighted majority vote. During the process of model 
training, each decision tree uses two-thirds of the initial 
dataset at random [18]. Regarding optimal segmentation 
points, a feature subset is selected at random and then 
the optimal feature is selected in the feature subset for 
segmentation [17]. Compared with DT, RF corrects for 
decision trees’ habit of overfitting to their training set, 
therefore, are widely used due to their robustness, ease of 
use, and ability to handle large datasets with high dimen-
sionality.
During model learning, data groups were divided based 
on their features, following the decision rules mentioned 
above. It is noted that RF also provides results with the 
feature importance of the dataset after every model train-

ing. Regarding this paper, the feature importance was 
quite important as it provides empirical evidence for ad-
justing each feature set during training.

3. Results and Discussion
This study primarily examines the impact of customer 
shopping behavior on purchasing frequency, which is 
conducted in two stages. To begin with, Section 3.1 com-
pares the classification performance of DT and RF using 
all features. Following the selection of an appropriate ML 
model, Section 3.2 analyzes the impact of the number of 
features, considering feature importance in the model.

3.1 Classification Performance of DT and RF 
Based on all Features
By fine-tuning the hyperparameters of the DT model, a se-
ries of experiments were conducted, yielding varying re-
sults. Among these hyperparameters, “max_depth” stands 
out as the most critical, as it controls the maximum depth 
of the DT, thereby determining the complexity of the de-
cision tree. Fig. 3 illustrates the accuracy and F1-score of 
the model across different maximum depths of the trees. 
As depicted, the model achieved a superior performance 
when the maximum depth was set to 8, with an accuracy 
of 16.01% and a F1-score of 15.60%.
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Fig. 3 Accuracy and F1-score of DT with different maximum depth (Photo/Picture credit: 
Original)

As depicted in Fig. 3, there are 10 experiments conducted 
with varying maximum depths, ranging from 1 to 10. F1-
score shows an upward trend from trials 1 to 8. At the 
same time, there is a slight increase in accuracy compared 
to the initial trial when maximum depth equals 8. It is not-
ed that increasing the maximum depth of the DT allows 
the model to learn more high-level representations. How-

ever, if the depth continues to increase without restraint, 
the structure of the decision tree becomes increasingly 
complex. This can lead to overfitting, where the model 
learns the noise in the training data, which may in turn re-
duce the generalizability and performance of the decision 
trees.
To ensure a fair comparison between the Decision Tree 
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and Random Forest models, it is crucial to configure the 
trees in the RF model with a structure similar to that of 
the DT model. Consequently, a series of experiments were 
conducted by fine-tuning the hyperparameters of the RF 
model in order to match the “max_depth” of 8 from the 
DT model. Among these hyperparameters, “n_estima-
tors” is particularly significant because it determines the 

number of trees in the RF, which directly influences the 
model’s complexity. Fig. 4 illustrates the accuracy and 
F1-score of the model across various numbers of decision 
trees. As shown, the model performed better when the 
number of trees was set to 14, achieving an accuracy of 
17.44% and a F1-score of 17.41%.
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Fig. 4 Accuracy and F1-score of RF with different number of trees (Photo/Picture credit: 
Original)

As shown in Fig. 4, 20 experiments were conducted with 
varying numbers of trees, ranging from 6 to 25. Despite 
some fluctuations, both accuracy and the F1-score exhibit 
an upward trend from trials 6 to 14. This trend aligns with 
theoretical expectations: as the number of trees increases, 
the model’s performance tends to improve. However, a 

different pattern emerges when the number of trees ex-
ceeds 14. This deviation could be due to the relatively 
small size of the dataset. As the model complexity grows 
with the addition of more trees, identifying optimization 
points becomes challenging, potentially resulting in de-
creased performance.

Table 1 shows the comparison of performance of DT and RF based on the optimal architecture using all features.

Table 1. The performance of DT and RF based on all features

Model
Performance

Training
Accuracy

Training
F1-score

Testing
Accuracy

Testing
F1-score

Decision Tree 0.3131 0.3124 0.1641 0.1579
Random Forest 0.6186 0.6176 0.1744 0.1741

As indicated in Table 1, the random forest outperformed 
the decision tree model on both the training and testing 
sets. In terms of the training set, the performance of RF 
was approximately double that of DT, indicating that the 
RF model has a significantly stronger learning capability 
than the original dataset. Regarding the testing set, the 
result of RF was slightly higher than that of DT, demon-

strating that the RF has a better generalization ability on 
unseen data.

3.2 The influence of Number of Features in RF 
Based on Feature Importance
After applying random forest algorithm, the importance 
of all features can be precisely calculated. The impact of 
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feature count on the performance of an RF classifier is a 
critical aspect of model optimization. Fig. 5 presents a bar 
chart that ranks the importance of each feature from the 
highest to the lowest. According to this distribution, the 

feature “Purchase Amount” holds the greatest proportion, 
accounting for 11.44%. Conversely, the feature “Promo 
Code Used” has the least impact on the frequency of cus-
tomer purchases, with a mere 0.88%.

Fig. 5 Feature Importance by RF (Photo/Picture credit: Original)
To investigate the impact of the number of features, vari-
ous feature sets were constructed for the experiments. Fol-
lowing the feature importance rankings depicted in Fig. 

5, the least significant feature was consistently excluded 
from each subsequent feature set. The outcomes of these 
experiments are presented in Fig. 6.
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Fig. 6 illustrates the figures for RF performance, namely 
accuracy and F1-score, both starting at approximately 
17.44% and 17.41%, respectively. During the number of 
features decreases from 16 to 9, there is a decline in per-
formance, suggesting that attributes such as age, review 

rating, previous purchases, location, color, item purchased, 
and shipping type contribute positively, albeit a little, to 
the model’s predictive power. However, a significant im-
provement in performance is observed once the “payment 
method” feature is excluded, with the accuracy and F1-
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score peaking at 18.97% and 18.67%, respectively. This 
indicates that the payment method, which includes six 
distinct methods in the dataset, may act less contribution 
to learning customer’s frequency of purchases. This also 
leads to the conclusion that the model achieves optimal 
performance through 8 features while reducing resource 
consumption by half. In addition, the continued removal 
of features, excluding purchased items and review rating 
led to improvements in model performance, suggesting 
that these features can also be considered disturbing vari-
ables.
Furthermore, this study highlights the critical role of fea-
ture selection in the field of customer behavior analysis. 
Traditionally, researchers have analyzed customer be-
havior without feature filtering, a practice that is not only 
unreasonable but also inefficient. It is expected that the 
application of the aforementioned group of features will 
lead to enhanced optimization outcomes in subsequent re-
search.

4. Conclusion
This study aimed to identify the determinants in the online 
consumer decision-making process, thereby enabling busi-
nesses to tailor their marketing strategies more effectively. 
Initially, Decision Tree and Random Forest were both 
employed to model all available features. The findings in-
dicated that RF outperformed DT under various hyperpa-
rameters settings. Once an optimal method was decided, a 
focused discussion on the impact of varying feature counts 
ensued, guided by feature importance which was calculat-
ed by RF. Notably, models utilizing 8 features surpassed 
the benchmark of 16 features across different hyperparam-
eter configurations, achieving this with a 50% reduction 
in training duration and resource consumption. Moreover, 
the payment method was found to have minimal impact 
on customer purchase frequency. It is suggested that the 
feature group with purchase amount, age, review rating, 
previous purchases, location, color, purchased item and 
shipping type might affect more on customers’ behavior. 
Future studies will explore other data sources with the 
above 8 features to serve more customer behavior learning 
tasks.
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