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Abstract:
The complexity and severity of brain diseases have led to increased focus on their diagnosis and treatment. Due to 
the inherent drawbacks of manual medical diagnosis, such as error-prone and costly, and the recent widespread use of 
Artificial Intelligence (AI) in medicine, it is a worthy topic to explore machine learning in diagnosing brain diseases 
utilizing Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). In this paper, three brain diseases 
using CT or MRI datasets from Kaggle were merged and processed, and then three models of decision tree (DT), 
random forest (RF) and K-Nearest Neighbors (KNN) were used to make classification prediction. Furthermore, their 
performance was compared through classification reports and confusion matrix to analysis results. The results showed 
that DT performed worse than the other two models in this task, with an accuracy of 0.91, whereas RF and KNN 
performed similar overall, each achieving an overall accuracy of 0.96. Notably, RF exhibited less confusion, especially 
between some similar categories, which indicates the ability of handle complex data more effectively. Additionally, the 
strengths and weaknesses of the three models are discussed in the paper. These experimental results show that machine 
learning model, particularly RF and KNN, is a useful tool for diagnosing brain diseases with high accuracy, which could 
substantially assist clinical practices by providing reliable and efficient diagnostic support.
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1. Introduction
The brain serves as the control center of the human body, 
which regulates important functions of many organs, 
control body movement, interpret senses and originate 
cognitive function. As a part of the nervous system, the 
brain communicates with nerves to process the signals 
and to respond, ensuring common daily activity. There 
are a wide range of disorders and diseases affect the brain, 
which might influence behavior, personality or even life 
of a human, such as tumors, mental illness, epilepsy etc. 
[1]. According to brain research reported by the Europe-
an Commission, approximately 165 million Europeans 
have trouble with brain disorders and 75% of people will 
be likely to experience a neurological or mental disorder 
during their lifetime [2]. It is supported by Lancet Neurol-
ogy in 2021 that more than 1 in 3 individuals are affected 
by neurological conditions, making it a leading cause of 
illness and disability globally [3]. Therefore, it is increas-
ingly necessary to diagnose and prevent brain diseases 
timely. In the last decades, Magnetic Resonance Imaging 
(MRI), Computed Tomography (CT), and other brain 
imaging scans are widely employed to detect and classify 
different brain diseases and disorders [4]. However, the 

traditional methods of diagnosis are mainly carried out 
by doctors and manual diagnosis, which can be time-con-
suming, costly and misdiagnosed. Hence, with the de-
velopment of Artificial Intelligence (AI), it is considered 
gradually to utilize the emerging computerized technolo-
gy, which has strong prediction ability, to assist clinicians 
in diagnosing brain diseases.
In recent years, AI has made great progress and significant 
breakthroughs with the application of various algorithms, 
such as random forests, logistic regression and K-nearest 
Neighbors (KNN). These algorithms have been extensive-
ly applied across various fields, including finance, bio-
chemistry, and particularly healthcare. Many studies have 
used Machine Learning (ML) approaches in the sector of 
disease diagnosis. For instance, Dixit and Kala developed 
a 1D Convolutional Neural Network (CNN) model for 
early detection of heart disease based on an affordable 
Electrocardiogram (ECG) sensor, which demonstrated a 
93% accuracy in identifying heart disease [5]. Ahammed 
et al. offered a skin disease classification model achieving 
up to 97% accuracy on the Human Against Machine with 
10000 training images (HAM10000) dataset and 95% on 
the International Skin Imaging Collaboration (ISIC) 2019 
dataset [6]. Similarly, ML has played a crucial role in the 
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detection and forecasting of brain diseases for several 
years. Woźniak et al., for example, introduced a novel 
Correlation Learning Mechanism (CLM) that enhanced 
CNN performance in evaluating CT brain scans, achiev-
ing approximately 96% accuracy and 95% precision 
and recall by improving filter selection and accelerating 
neural network training [7]. Furthermore, Parallel Deep 
Convolutional Neural Network (PDCNN) was proposed 
by Rahman and Islam, which enhanced MRI brain tumor 
classification by extracting global and local features, 
achieving up to 98.12% accuracy and outperforming ex-
isting methods [8]. However, most of these studies only 
focused on analyzing either MRI or CT images individu-
ally, without considering models that integrate both types 
of images in the past. Additionally, the previous models 
have limitations in generalizability and practicality. This 
paper aims to develop a multifunctional model with the 
superior generalization ability that can perform predictive 
classification on both MRI and CT in brain diseases.
In order to address the issues, this paper combined two 
datasets about brain CT and one MRI datasets from Kag-
gle, including aneurysm, tumor, cancer and hemorrhage. 
Then, decision tree, random forest, and KNN algorithms 
were utilized for training and testing to compare accuracy 
for selecting the most effective model for clinical brain 
disease detection and prediction. The final experimental 
results demonstrated the accuracy of the ML models, pro-
viding valuable insights for future practical applications in 
identifying brain diseases using both CT and MRI scans.

2. Method
2.1 Dataset Preparation
In this paper, two different datasets of brain CT images 
and one MRI dataset are used, which are all from Kaggle 
[9-11]. Specifically, the first dataset identified as dataset-I 

about brain CT hemorrhage has been obtained in the plat-
form [9]. It includes 512X512 pixel pictures of 27 direc-
tories normal and 18 directories hemorrhagic CT scans 
collected from the Near East Hospital, Cyprus. Another 
CT dataset includes 259 brain scans with the same pixel 
total with cancer, tumor, and aneurysm, each of which 
shows a detailed image of the brain of a patient captured 
through CT; in this study, it is referred to as dataset-II [10]. 
Finally, the MRI dataset classifies 3264 various pixels 
MRI images into four categories: meningioma tumor, gli-
oma tumor, pituitary tumor and no tumor [11]. This data is 
referred to as dataset-III in this research.
In terms of data preprocessing, given the existence of 
duplicate features, no tumor images from dataset-III were 
merged with the normal images of dataset-I. Addition-
ally, the tumor classification in dataset-II was omitted, 
as dataset-III provided a more detailed categorization of 
tumors into three specific subtypes. Subsequently, these 
three datasets were combined into one dataset with seven 
categories, such as aneurysm, cancer, glioma tumor etc., 
which was cleaned to avoid image corruption or duplica-
tion. After labeling process, all of images were converted 
to grayscale and resized to a uniform size of 128X128 
pixels reducing complexity of data. Then, in order to fo-
cus on the relevant features and patterns noise, a reduction 
technique was applied to enhance image quality minimiz-
ing artifacts and random variations. The next step was 
normalizing the cleaner pixel values to [0, 1] and encod-
ing labels into numerical format. Additionally, the dataset 
was split 80-20 for training and testing. Lastly, to expand 
the quantity and variety of the training dataset, data aug-
mentation was employed by random transformations such 
as rotation, shearing, zooming and flipping. These opera-
tions also improved model generalization and Fig. 1 dis-
plays the performance of the original images, images after 
noise reduction, and after data augmentation.

Fig. 1 Categories of brain scans from three datasets, including original images, images after 
noise reduction, and images after data augmentation (Photo/Picture credit: Original)
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2.2 Machine Learning Models-based Predic-
tion
This study used decision tree, random Forest and KNN to 
make categorical predictions of brain CT and MRI. Sever-
al key libraries and modules for data processing and ma-
chine learning tasks were used, such as sklearn, pandas, 
numpy, seaborn, PIL and cv2. At last, the performance of 
the models was evaluated with classification reports and 
confusion matrices, which facilitated comparison of the 
effectiveness.
2.2.1 Decision tree

Decision Tree (DT) is widely used in ML for making de-
cisions or predictions due to interpretability. It shows a 
tree structure in which internal nodes represent decisions 
based on specific features, branches indicate the results of 
those decisions, and leaf nodes show the final classifica-
tion or prediction.
The main characteristic of DT is the recursive process of 
dividing a dataset determined by the values of input fea-
tures, in order to create a tree structure that leads to the 
most accurate predictions or classifications. By evaluating 
different features and values, it aims to segment the data 
in a way that maximizes the homogeneity of the resulting 
subsets, ultimately facilitating precise and reasonable de-
cision-making. Furthermore, the use of greedy algorithm 
in Decision Trees involves making locally optimal deci-
sions at each node based on the best available split at that 
point, rather than evaluating the overall structure of the 
tree. However, this approach can lead to overfitting, where 
the model excels with training data but may underperform 
with new data. To address this, pruning techniques are 
employed to remove branches that contribute minimally to 
accuracy, simplifying the tree and enhancing robustness.
In this case, except for specifying the random state pa-
rameter to 42, the classifier uses these default settings for 
all other parameters. By setting a fixed random seed, the 
randomness involved, such as data shuffling and boot-
strapping, always produces the same result, which makes 
it easier to debug and replicate the model.
2.2.2 Random forest

Random Forest (RF) is an ensemble learning approach by 
aggregating the outputs of multiple decision trees, which 
enhances prediction accuracy and control overfitting. This 
technique significantly improves robustness and general-

ization when compared to individual decision trees.
The fundamental principle of RF is to build a large num-
ber of decision trees, with each tree being trained on a 
different bootstrap sample of the data through the bagging 
method. Bagging forms several data subsets through ran-
dom sampling with replacement and trains each tree on a 
different subset. Additionally, each tree is trained using a 
random subset of features to improve further variability. 
The final prediction is obtained by aggregating the outputs 
from all the trees, either through majority voting for clas-
sification or averaging for regression. This bagging tech-
nique is key to enhancing accuracy and stability because 
of reducing variance and increasing the diversity of the 
trees.
In this case, the Random Forest Classifier was configured 
with the following parameters: 100 trees were used to bal-
ance accuracy and computational expense. Trees were al-
lowed to grow without a maximum depth, expanding until 
all leaves had fewer than the minimum samples needed to 
split. The minimum number of samples needed to split an 
internal node was set to 2, while the minimum required 
for a leaf node was set to 1. Lastly, class imbalances were 
handled by setting the class weight to ‘balanced’ and a 
random seed of 42 was used to ensure reproducibility.
2.2.3 K-nearest neighbors

The KNN algorithm functions by locating the ‘k’ closest 
data points to a target instance within a feature space, us-
ing a chosen distance metric, such as Euclidean distance 
for continuous features. For classification tasks, KNN 
allocates the target instance to the class that appears most 
frequently from its ‘k’ nearest neighbors. This plurality 
voting mechanism makes KNN particularly effective for 
classifying data points in well-separated datasets. Besides, 
since KNN is a lazy learner, there is no explicit training 
phase. The computational cost is shifted to the prediction 
phase, which involves calculating distances and finding 
nearest neighbors.
In this case, the primary hyperparameter for KNN clas-
sifier is ‘k’, which was optimized using grid search. The 
search range for ‘k’ was set from 1 to 20, and each val-
ue was evaluated using 5-fold cross-validation. Finally, 
the optimal value of ‘k’ was found to be 1, with a best 
cross-validation score.
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3. Results and Discussion
3.1 The Performance of Different Models

Table 1. Classification reporting performance of different models in the detection of brain 
diseases by CT and MRI

Methods Precision Recall F1-score Accuracy
DT 0.91 0.90 0.91 0.90

RF (100 trees) 0.96 0.96 0.96 0.96
KNN (k=1) 0.96 0.96 0.96 0.96

By analyzing the classification report of the three models, 
Table 1 presents the precision, recall, f1-score and overall 
accuracy of each model in the detection of brain diseases 
by CT and MRI. Specifically, RF and KNN outperform 
DT significantly, as indicated by their higher accuracy, 
precision, recall, and f1-scores, all reaching 0.96. In con-
trast, DT exhibits an accuracy of 0.90, with slightly lower 

precision and recall (0.91 and 0.90, respectively). These 
differences suggest that DT, while able to capture broader 
trends, struggles to provide the same level of classification 
precision as RF and KNN, particularly when dealing with 
complex dataset. Additionally, Fig. 2, Fig. 3 and Fig. 4 
summarize the performance of three models by comparing 
predicted labels with the actual labels respectively.

Fig. 2 Confusion Matrix of DT on identification of brain diseases by CT and MRI (Photo/
Picture credit: Original)
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Fig. 3 Confusion Matrix of RF on identification of brain diseases by CT and MRI (Photo/
Picture credit: Original)

Fig. 4 Confusion Matrix of KNN on identification of brain diseases by CT and MRI (Photo/
Picture credit: Original)
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From the confusion matrices in the figures, which pro-
vides a detailed view of how well each model performs 
in classifying brain diseases using CT and MRI scans.  
The DT model shows notable misclassifications, partic-
ularly between meningioma tumor and glioma tumor. A 
significant number of meningioma tumor instances are 
misclassified as glioma tumor, indicating that DT may 
have difficulty distinguishing between these categories. 
This suggests that decision boundaries of DT are less pre-
cise, leading to errors when features overlap or are closely 
related between classes. On the other hand, RF demon-
strates a more robust classification across all categories, 
with fewer errors, including the previously problematic 
meningioma tumor and glioma tumor. This highlights the 
benefit of the ensemble approach employed by RF, which 
aggregates the predictions of multiple decision trees to en-
hance its generalization ability and minimize overfitting, 
thus performing better in distinguishing between complex, 
overlapping categories. Lastly, while achieving results 
nearly identical to RF in terms of overall metrics, KNN 
also faces some issues with misclassification, particularly 
in the meningioma tumor and glioma tumor as well. This 
may be due to k=1, where the model relies heavily on the 
nearest neighbor, which is at risk of being affected by lo-
cal noise or slight variations.
The differences in performance among these models can 
be explained by inherent characteristics. The misclassifi-
cation of meningioma tumor into glioma tumor, and vice 
versa, suggests that the proximity of these samples in the 
feature space could be affecting ability of models accu-
rately distinguish between them. Superior performance of 
RF stems from ensemble nature, where multiple decision 
trees work together, which reduces overfitting and im-
proves generalization, especially in complex, noisy data-
sets. Additionally, KNN relies heavily on local data struc-
ture, which makes it effective when class distributions are 
distinct and more vulnerable to errors if classes overlap, 
or data variations are subtle. However, the Decision Tree 
is more prone to overfitting and struggles with precise 
boundary distinctions. It leads to more misclassifications 
in overlapping classes. Thus, robustness in handling di-
verse patterns and minimizing errors makes it the most 
reliable model in this study.
In summary, for the detection of brain diseases using CT 
and MRI, RF provides the most accurate and reliable 
classification due to high accuracy and minimal confu-
sion across classes. KNN performs similarly well, but its 
reliance on local data structures causes some limitations 
in specific cases. Though it is simple to interpret and fast 
to train, DT shows weaknesses in handling more com-
plex class distinctions. To Improve model performance 
and exploring ensemble methods that could combine the 

strengths of these algorithms for even better accuracy and 
generalization.

4. Conclusion
This paper compares the performance of three machine 
learning models including DT, RF, and KNN in classify-
ing brain diseases from CT and MRI scans, which aims to 
assist in clinical diagnosis. After merging and cleaning the 
datasets, the models were applied, and their performance 
was evaluated using classification reports and confusion 
matrices. RF demonstrated the best overall performance, 
followed by KNN, both outperforming DT. However, the 
study has some limitations. Firstly, the datasets may not 
fully capture the diversity of brain diseases across differ-
ent populations, limiting the generalizability of the find-
ings. Secondly, model hyperparameters, such as the num-
ber of trees in RF and the k value in KNN, were might not 
fully optimized, which possibly affects the results. Future 
work could include additional data sources, such as clin-
ical records or genetic information, to enhance predictive 
accuracy. Additionally, advanced models like CNNs could 
be explored to improve classification performance further. 
These improvements may lead to more effective tools for 
diagnosing brain diseases in clinical practice.
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