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Abstract:
Human-action recognition models are neural networks that analyse visual inputs and provide classification or text 
outputs. This technology has and will significantly impact society in security, education, healthcare, etc. However, 
Human-Action Recognition models, like other neural networks, are still susceptible to malicious adversarial attacks. 
Therefore, this paper proposes an experimental adversarial attack towards ResNet-18 using FGSM. First, ResNet-18 is 
finetuned using the UCF-101 dataset, and keyframes are selected from sample videos. The keyframes will be given to 
ResNet-18 for classification while FGSM will be implemented, and ResNet will do another classification of the attached 
sample. The classification results (Original and Attacked) are given to the language model (GPT-4o) through a prompt 
that provides the language model with a specific role (e.g. a smart home assistant), and this section is regarded as 
unimodal. The original and attacked frames will be sent directly instead of the labels in the multimodal section. Lastly, 
this paper proposes to observe the effects on textual responses generated based on a given prompt and the classification 
result and evaluate the impact of the attack through Cosine Similarities and Human Evaluation.
Keywords: FGSM; Adversarial Attacks; Human-Action Recognition; Deep Learning.

1. Introduction
With the advancements in artificial intelligence (AI), par-
ticularly the rapid progress in the Large Language Model 
(LLM), the Human-Action Recognition (HAR) technol-
ogy, a subset of AI, plays a more and more critical role in 
enabling seamless human and machine interactions [1]. 
It has extensive application fields, including security, ed-
ucation, sports, healthcare, entertainment, etc. The HAR 
technology has redefined and enhanced user experiences 
by accurately interpreting human actions, such as gestures 
and movements. Therefore, it has become a key technolo-
gy in various user cases when AI/LLMs are implemented, 
and this is particularly true when an increasing number of 
multimodal LLMs become publicly available.
However, adversarial attacks aiming towards neural net-
works and HAR technology could lead to inaccuracies or, 
even worse, false results, raising significant safety con-
cerns. Therefore, it is critical to implement vigorous ad-
versarial attack tests and assess the robustness of the mod-
els, ensuring the models can withstand possible malicious 
attacks. Furthermore, this requires considering adversarial 
attacks in the model development and training stages to 
lead to more robust and efficient models.
Adversarial attacks can be implemented through several 

modalities, while the most common is through vision. 
There are two kinds of adversarial attacks: The White box 
describes when the attacker has the model’s internal mod-
el architecture, parameters, and gradients such that attacks 
like the Fast Gradient Sign Method(FGSM) and Projected 
Gradient Descent(PGD) can be implemented while the 
Black box indicates that the attacker has no information 
on the internal details of the model, therefore using the 
transferability from attack methods for similar models [1].
Recent advancements in HAR technology have been 
significantly driven by the developments of adversarial 
attacks, resulting in a substantial impact on the design 
and evaluation of machine learning models, particularly 
in video analysis. Liu et al. implement the Robust Visual 
Question Answering (RVQA) model and emphasize the 
critical need to address the vulnerabilities of existing HAR 
systems when subjected to adversarial perturbations [2]. 
The traditional HAR models have successfully incorporat-
ed deep learning techniques, e.g. convolutional neural net-
works (CNN). However, these models usually perform un-
satisfactorily when subject to adversarial attacks, and even 
minor perturbations can compromise model predictions 
[3]. Meanwhile, the model accuracy can also be dramati-
cally reduced by adversarial examples through the attack 
technique, the Fast Gradient Sign Method (FGSM), as 
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illustrated by Moosavian et al., revealing the importance 
of improving not only pre-training strategies but also the 
post-training evaluation [4]. Zhang et al. also highlight the 
gaps in current methodologies and propose leveraging ad-
vanced techniques, such as keyframe extraction and snip-
pet selection, to enhance the overall performance of HAR 
models [5]. For real-world applications like security and 
healthcare, adversarial training strategies have been in-
tegrated into model development. Li et al. have achieved 
greater resilience of HAR systems [6]. Considering these 
challenges and progress so far, continual exploration into 
more robust evaluation metrics and training methodolo-
gies is urgently needed, underscoring the relevance of this 
research in advancing these technological capabilities, 
particularly from the angle of safeguarding HAR models 

against adversarial attacks.
With the advancements in AI, particularly in Large Lan-
guage Models (LLMs), Human-Action Recognition 
(HAR) technology is becoming increasingly significant. 
This subset of AI enhances seamless interactions between 
humans and machines, thus making it crucial to improve 
human-machine communication.

2. Methodology
The overall structure of the study follows the flowchart 
in Figure 1. It is important to note that only samples that 
can be correctly classified by ResNet-18 and its perturbed 
frames leading to misclassification by ResNet-18 are col-
lected for the study.

Fig. 1 A flow chart that describes the process of each data sample being collected as data.
The overall structure of the study follows the flowchart 
in Figure 1. It is important to note that only samples that 
can be correctly classified by ResNet-18 and its perturbed 
frames leading to misclassification by ResNet-18 are col-
lected for the study. The classification ResNet-18 model 
has been fine-tuned using the UCF-101 dataset and will 
be discussed in the following sections. The unimodal pro-
cessing indicates that the textual response from the lan-
guage model is completed through a combination of orig-
inal and perturbed classifications by ResNet-18 embedded 
into the prompt by ResNet-18. In contrast, the original 
and perturbed frames are sent with the prompt in multi-
modal processing. Overall, the essential data collected are 
the textual responses that can be utilised as a reference for 
human evaluation and the Syntactic and Semantic Cosine 

Similarity calculated between the original and attacked 
unimodal language model and multimodal language re-
sponses. Past studies have shown significant transferabil-
ity through VLP (Vision Language Processing) models, 
with or without the same architecture. The transferability 
sets the foundation of this research, aiming to compare the 
effects of the attack against the unimodal and multimodal 
models [7].
There are 50 samples collected in total, equally divided 
into 2 groups, with each group containing 25 samples la-
belled as “BabyCrawling” and “Biking” respectively. The 
rationale behind this division is that they can be used in 
different settings of smart home assistant and road moni-
toring assistant.
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2.1 Finetuning
The chosen dataset for this study is the UCF-101, which 
consists of 13320 short videos of 101 action categories. 
The realistic video extracts are selected from YouTube, 
unlike many other datasets being staged by actors. This 
benefits the study as the more realistic the samples are, 
the better they simulate our world and bring more accu-
rate experimental results. However, this also increases the 
difficulty of action recognition due to the considerable 
variation in camera angle and motion, scale, background, 
lighting, etc. But overall, the fine-tuning is successful 
overall as it reaches 79.66% accuracy [8].
2.1.1 Data Transformation and Augmentation

Data transformation and augmentation methods have been 
utilized further to improve the generalising capabilities 
and robustness of the model. The methods are described 
in the following list: 1) Resizing frames from 320x240 to 
224x224. 2)Random horizontal flipping. 3) Color Jitter-
ing. 4) Random rotations/rotational angles.
The size of the frames in the videos UCF-101 data-
set(320x240) does not match the input size of ResNet-18 
(224x224). Hence, the frames are resized, potentially im-
proving the model’s robustness. Random horizontal flip-
ping is implemented so that the model is invariant to left-
right orientation, improving its generalising capabilities. 
Colour jittering methods, including brightness, contrast, 
saturation, and hue modifications, have been utilised to 
randomly adjust all frames to simulate different camera 
qualities and lighting. Random rotations/rotational an-
gles have been added to make the model less sensitive to 
object orientation. Lastly, 50 frames are extracted from 
each video during training, ensuring that all/nearly all the 
features from each category are represented within the 
samples.
2.1.2 Model Architecture

The base architecture for the Human-Action Classifica-
tion task is a pre-trained ResNet-18 model. ResNet-18 is 
a Convolutional Neural Network (CNN) that is 18 layers 
deep and trained on ImageNet, a large-scale visual da-
tabase. The model’s fully connected layer was reshaped 
during fine-tuning to fit the 101 classes in the UCF-101 
[8,9].
2.1.3 Optimization

The AdamW optimizer has been selected to boost the 
training process. The AdamW optimizer is set at an initial 
learning rate of 0.0001 and weight decay of 0.01; A cyclic 
learning rate scheduler was employed with the range of 
0.0001 and 0.001. This substantially decreases the training 
time and avoids stopping at local minima [10].
Cross-entropy loss is also implemented across the 50 ep-

ochs of training. An accumulation step every 4 batches is 
selected to balance computational efficiency and gradient 
stability. The best validation accuracy of the model is se-
lected to be the final fine-tuned version in the following 
adversarial attack [11].
2.1.4 Fine-tuning Results

After fine-tuning, the model’s accuracy on the test set 
reached 79.66%. This is relatively high compared to re-
sults obtained by past studies on the same dataset: 3D 
ResNet-101 achieves 83.34%, and 3D ResNet-50 achieves 
85.18% on the same UCF-101 dataset. Hence, the overall 
fine-tuning is successful as the model could make relative-
ly accurate classifications [12].

2.2 Adversarial Attack
Fast Gradient Sign Method (FGSM) is the adversarial 
attack to be implemented in this study. FGSM is a white 
box, gradient-based attack, and it is implemented to add 
perturbations to the frames to mislead ResNet-18. The fol-
lowing formula describes FGSM:
	 x x sign J x yadv x= + ⋅ ∇ ( ( , , ))θ � (1)
The xadv  indicates the perturbed image; x is the original 
image;   which is the magnitude of the change towards 
the perturbed image; sign () function returns the sign of 
the gradient, controlling the direction of the perturbation; 
∇xJ x y( , , )θ  is the gradient of the loss function J for the 
input x, class label of y and parameters θ . During the at-
tack, the loss is maximised by manipulating the gradients 
∇xJ x y( , , )θ , which leads to misclassification.
Additionally, FGSM is also known for its simplicity has 
the benefits of being computationally efficient and is an 
effective method to attack visual neural networks.[13]

2.3 Large Language Model
GPT-4o by OpenAI is used in this study. GPT-4o was re-
leased on May 13, 2024. It is regarded as the state of the 
art for its language-generating capabilities, and it can inte-
grate text, audio, image, and video inputs while generating 
text, audio, and image outputs. However, OpenAI has yet 
to disclose much information about GPT-4o, but GPT-4 
and other GPT models generally share similar character-
istics and training processes. GPT-4 is a transformer-style 
model that does token prediction in a document; it was 
also fine-tuned using Reinforcement Learning from Hu-
man Feedback (RLHF).  The Transformer architecture 
includes an encoder-decoder structure and incorporates 
a self-attention mechanism, multi-head attention, Scaled 
Dot-Product Attention, Feed Forward layers, Normal-
isation layers, etc. GPT-4 shares similarities with the 
transformer architecture, consisting of billions/trillions of 
parameters, while GPT-4o is believed to have even more 
parameters than GPT-4. Testings were implemented upon 
GPT-4o through a couple of measures, and they are dis-
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played in Tables 1 and 2 [14-16].
Textual testing results are obtained through the following 
testing methods in Table 1: MMLU: Measuring Massive 
Multitask Language Understanding, GPQA: A Gradu-
ate-Level Google-Proof Q&A Benchmark, MATH: Mea-
suring Mathematical Problem Solving With the MATH 

Dataset, DROP: A Reading Comprehension Benchmark 
Requiring Discrete Reasoning Over Paragraphs, MGSM: 
Multilingual Grade School Math Benchmark (MGSM), 
Language Models are Multilingual Chain-of-Thought 
Reasoners, and HumanEval: Evaluating Large Language 
Models Trained on Code.

Table 1. Textual testing results

Prompt MMLU
(%)

GPQA
(%)

MATH
(%)

DROP 
(F1,3-shot)

(%)

MGSM
(%)

HumanEval
(%)

Gpt-4o-2024-05-13 Assitant 88.7 53.1 75.9 79.8 90.0 90.2
Gpt-4o-2024-05-13 ChatGPT 88.7 53.6 76.6 83.4 90.5 90.2

Table 2. Visual Testing results from multiple visual testing sources

Eval Sets MMMU
(%) (val)

MathVista
(%) (testmini)

AI2D
(%) (test)

ChartQA (%) 
(test)

DocVQA (%) 
(test)

ActivityNet 
(%) (test)

EgoSchema
(%) (test)

GPT-4o 69.1 63.8 94.2 85.7 92.8 61.9 72.2
Visual Testing results from multiple visual testing sources 
are shown in Table 2. MMMU: Massive Multi-discipline 
Multimodal Understanding and Reasoning Benchmark, 
MathVista: Evaluating Mathematical Reasoning of Foun-
dation Models in Visual Contexts, AI2D: A benchmark 
dataset for evaluating Multimodal’s Understanding under 
the Scientific Context, ChartQA: A Benchmark for Ques-
tion Answering about Charts with Visual and Logical 
Reasoning, DocVQA: A Dataset for Vqa on Document 
Images, ActivityNet: Benchmark for evaluating complex 
Human Activity, and EgoSchema: A very long-form video 

question-answering dataset.
The overall textual and visual testing results of GPT-4o 
are very high and reflect an accurate and capable model of 
handling general tasks and visual inputs. Hence, GPT-4o 
is a suitable choice for a language model to handle both 
unimodal and multimodal inputs at a constant high quali-
ty, ensuring the fairness of the experiment.

3. Results
3.1 General Analysis

Table 3. Overall, 50 samples were collected, and the results of their Cosine Syntactic and 
Semantic Similarities

Mean Variance Standard Deviation

Unimodal
Syntactic Similarity 0. 7019 0.0123 0.111
Semantic Similarity 0.9543 0.0002 0.01377

Multimodal
Syntactic Similarity 0. 8517 0.003 0.0552
Semantic Similarity 0. 9595 0.0005 0.0226

Overall, 50 samples were collected, and the results of their 
Cosine Syntactic and Semantic Similarities are shown in 
Table 3. Table 3 represents all the samples from the angle 
of the mean, variance and standard deviation of the syn-
tactic and semantic similarity between the original and 
attacked language model responses for both unimodal and 
multimodal. From the results, it is evident that the mean 
semantic similarity for both unimodal and multimodal 
is approximately the same at around 95%, suggesting 
that the adversarial attack did not significantly impact 
the meanings of the paragraph when calculated using the 
cosine semantic similarity. Other than that, the unimodal 
responses‘ semantic similarity seems more closely dis-

tributed to the mean as it has less variance and standard 
deviation than the multimodal responses‘ semantic simi-
larity. However, overall, there is no significant difference 
in semantics between the original and perturbed textual 
response when looking through the cosine similarities.
However, there is a difference of 15% between the uni-
modal and multimodal syntactic similarity. This indicates 
that multimodal processing produces more consistent 
syntactically similar responses as it is further supported 
when multimodal‘s syntactic similarity has less variance 
and standard deviation than unimodal. This divergence in 
syntactic similarities is more notable than in semantics, 
and it occurs in the 50 samples, while more data can be 
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collected in future studies to verify this pattern.

3.2 Scenarios and Human Evaluation

Figure. 2. The differences between the unimodal and multimodal prompts are marked in red. 
For the unimodal section, the labels as results of ResNet-18’s classification are part of the 

prompt whereas only the question and the frames are sent as the prompt in the multimodal 
section.
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The 50 collected samples constitute two original labels: 
“BabyCrawling” and “Biking”. These labels have partic-
ular implications in smart home and traffic management 
and are significant in our daily lives. Using cosine similar-
ity effectively quantifies the similarity between the orig-
inal and perturbed results. To verify the similarity results 
from 4.1, this section performs a human evaluation of the 
responses.
From Figure 2 we can see a sample of each “BabyCrawl-
ing” and “Biking”. Inside the prompts, the language mod-
el has been given the role of a smart home security assis-
tant to monitor the baby’s actions when it is it is reviewing 
samples of “BabyCrawling” and the role of a road safety 
monitoring assistant to ensure no prohibited actions and 
dangers are present when it is it is reviewing samples of 
“Biking”. The prompts of the unimodal response and the 
multimodal response are similar despite minor modifica-
tions to fit the inputs.
Comparing the original and perturbed unimodal response 
for both examples, the resulting textual response from the 
language model suggests that the attack was very effective 
and caused severe hazards. For “BabyCrawling”, the orig-
inal response suggests that “it is important to ensure that 
the environment is safe to prevent any potential hazards”, 
whereas, in the attacked response, the attacked label is 
“CuttinginKitchen”, which the model regards as “poten-
tially hazardous”, and requires “Immediate attention and 
intervention”. This suggests that in unimodal responses, 
the adversarial attack poses potential hazards and threats 
to the smart home system and misleads the system into 
taking wrong actions. The “Biking” example further sup-
ports this, as the original label of “Biking” is converted to 
“Handstandwalking”, and the language model’s response 
changed from “determine potential risks within the ac-
tion of Biking” to a “prohibited and hazardous activity”. 
Therefore, the semantic similarities fail to accurately 
represent the language model’s responses and the hazards 
underlying the adversarial attack.
In multimodal attacks, the adversarial attack could be 
more efficient. The classification results match the orig-
inal label for both the original and perturbed responses, 
indicating that the adversarial attack did not impact hu-
man-action recognition. As a result, the model delves into 
the specific details of the action:  In “BabyCrawling”, the 
original response describes that “the baby is crawling and 
moving around” whereas, in the perturbed response, the 
language model suggests that the baby is also “interacting 
with objects”, which creates a relatively low level of risk 
compared to the unimodal attack; In “Biking”, the original 
response describes that the “cyclist is riding very close to 
the curb” and “approaching intersections without signal-
ling” whereas in perturbed frames, the cyclist was very 

close to other vehicles and overtaking a vehicle from the 
right, and the “Biking” sample describes more significant 
risks underlying in the system that may cause more severe 
results.
In conclusion, the observations from the human evalua-
tions suggest that the adversarial attack can cause severe 
damage to unimodal models under certain contexts while 
causing less damage to multimodal models.

4. Discussion
This study investigates the effects of a visual adversarial 
attack towards the textual responses from two unimod-
al models connected and one single multimodal model. 
The study used cosine similarities and human evaluation 
methods to evaluate the difference in the generated text 
between the original and attacked textual responses. The 
conclusion that the adversarial attack was more effective 
towards the unimodal model overall has been drawn.
However, there are still areas of improvement that can 
further enhance the experiment’s effectiveness. In quanti-
fying the effects of the attack, the Syntactic and Semantic 
Cosine similarities calculated do not represent the diver-
gence between the sentences well. They need to be more 
accurate in evaluating the results without section 4.2, 
Scenarios and Human Evaluation. Hence, a more accu-
rate similarity calculation can be implemented for more 
accurate representations of the results, which is needed to 
further evaluate a more significant number of samples and 
validate the conclusions.
Other than that, a more effective attack method can be se-
lected that would cause more severe misclassification and 
misleading results towards the multimodal model GPT-
4o, which is relatively robust. FGSM was selected for its 
simplicity and effectiveness in neural networks. However, 
the transferability of successful adversarial attack samples 
that is successful on ResNet-18 causes very little harm 
towards GPT-4o. Therefore, a different attack approach 
can be selected to have substantial impacts, and both 
ResNet-18 and GPT-4o can be utilized and experimented 
upon.
From the angle of developers, it is expected to analyze 
and process several modalities. No doubt, connecting sev-
eral unimodal models and processing and passing on in-
formation from the previous to the next requires less cost 
than a multimodal model. However, the robustness of the 
models is also worth considering, as harmful results may 
be caused by malicious attacks, as discussed in section 4.2.

5. Conclusion
This paper discusses the effect of implementing FGSM 
on human action recognition models, compares the effects 
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of the attack between unimodal and multimodal models, 
and evaluates the results through cosine similarities and 
human evaluation. In the findings, the multimodal model 
exhibited more robustness than the unimodal model, as 
severe misclassification occurred in the unimodal model. 
At the same time, only minor details were misinterpret-
ed by the multimodal model. This also suggests limited 
transferability from ResNet-18 to GPT-4o using FGSM. 
Despite that, there are still underlying threats and hazards 
posed by Human Action Recognition models that could 
cause significant risk, especially in smart home systems 
and traffic management, as pointed out in the human eval-
uation section. Therefore, this paper proposes that future 
studies could further evaluate the robustness of unimodal 
and multimodal models through more sophisticated and 
efficient attacks and develop potential adversarial defence 
mechanisms. In AI research, the security and safety of 
the models remain crucial, requiring defence mechanisms 
to evolve alongside newly emerging attacking methods. 
Therefore, this paper proposes that future studies could 
further evaluate the robustness of unimodal and multimod-
al models through more sophisticated and efficient attacks 
and develop potential adversarial defence mechanisms.
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