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Abstract:
The primary objective of this study is to evaluate and compare the performance of three machine learning models—
Random Forest, XGBoost, and Decision Tree—in the context of fruit and vegetable image classification. This research 
aims to identify which model best handles the challenges associated with imbalanced datasets and complex data 
structures. The ultimate goal is to contribute to the development of more efficient and accurate automated systems for 
agricultural applications, thereby improving productivity and reducing operational costs in the industry. This study 
utilized a dataset of 3,825 images covering 36 fruit and vegetable classes. Images were resized, normalized, and 
augmented to enhance diversity. Three models—Random Forest, XGBoost, and Decision Tree—were trained on this 
dataset. Performance was evaluated using accuracy, precision, recall, and F1-score to assess classification effectiveness 
and handling of class imbalances. The evaluation revealed that XGBoost outperformed Random Forest and Decision 
Tree in fruit and vegetable image classification, achieving the highest accuracy of 96.66%. XGBoost demonstrated 
superior handling of class imbalances and complex data structures, reflected in its precision and recall scores across 
various classes. Random Forest also performed well, closely following XGBoost, while Decision Tree exhibited 
more variability in results, indicating potential overfitting in certain classes. In conclusion, this study highlights the 
effectiveness of ensemble methods, particularly XGBoost, in agricultural image classification tasks. These findings 
suggest that XGBoost is a robust model for similar applications, offering improved accuracy and reliability.
Keywords: Machine Learning Algorithms, Image Recognition, Ensemble Learning.

1. Introduction
The recognition and classification of fruits and vegetables 
in images have practical applications in automated retail 
checkout systems, food supply chain management, and di-
etary monitoring. Research in this area not only advances 
related technologies but also significantly improves oper-
ational efficiency across various industries. In automated 
retail checkout systems, accurate identification of fruits 
and vegetables can reduce manual intervention, speed up 
the checkout process, and enhance the consumer shopping 
experience. In food supply chain management, precise im-
age recognition aids in tracking and managing inventory, 
reducing waste, and optimizing supply chain processes. 
In dietary monitoring, recognizing food types helps users 
better manage their diet and promote healthy living. This 
integration of advanced image recognition technologies 
offers substantial benefits, enhancing consumer experi-
ences in retail, optimizing supply chains, and supporting 
health and wellness initiatives.
In recent years, Artificial Intelligence (AI) technology has 

made significant strides, with various representative algo-
rithms such as Decision Tree [1], Random Forest [2], Gra-
dient Boosting Decision Tree (GDBT) [3], and eXtreme 
Gradient Boosting (XGBoost) [4], being widely applied 
across multiple fields, including chemistry, biomedical 
sciences, and agriculture. In the agricultural domain, AI 
techniques have been utilized for various predictive and 
classification tasks. For instance, Muhammet Çakmak 
et al. used eXtreme Gradient Boosting (XGB), Support 
Vector Machines (SVM), K-Nearest Neighbor (KNN), 
and Random Forest (RF) machine learning methods to 
determine the quality of apples, and the results showed 
that XGB and RF accuracy was significantly higher than 
other methods [5]. Additionally, Rocha et al. introduced a 
unified method combining multiple features and classifi-
ers for the automatic classification of fruits and vegetables 
from images. It addresses the complexity of these tasks by 
employing feature fusion, which minimizes training data 
requirements and enhances classification accuracy. The 
technique is tested on a dataset featuring 15 categories 
of fruits and vegetables, significantly reducing classifi-
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cation errors by up to 15 percentage points compared to 
traditional methods [6]. Yang et al. presented the devel-
opment of image recognition software based on artificial 
intelligence algorithms for efficient sorting of apples. The 
study introduces a low-cost machine vision system that 
employs deep learning, specifically Convolutional Neural 
Networks (CNN), for automated apple grading and sort-
ing. The system achieved an average accuracy of 99.70% 
and a recognition accuracy of 99.38% for the CNN-based 
apple sorting system, demonstrating its feasibility for me-
dium and large-scale enterprises [7].
This project aims to develop a model using machine 
learning techniques to classify various fruits and vege-
tables. Specifically, different machine learning methods, 
including but not limited to Decision Trees and Random 
Forests, will be explored and applied to achieve high-pre-
cision fruit and vegetable image classification. The goal 
is to provide an efficient and accurate solution that can 
be widely applied in various practical applications. To 
achieve this goal, research and experiments will be con-
ducted based on publicly available fruit and vegetable im-
age datasets, particularly those provided by Kaggle. The 
research process will include image preprocessing, feature 

extraction, model training, and performance evaluation. 
The performance of different algorithms will be compared 
and analyzed in terms of classification accuracy, compu-
tational efficiency, and robustness to identify the optimal 
solution

2. Method
2.1 Dataset Preparation
The dataset utilized in this study was obtained from the 
Kaggle Fruit and Vegetable Image Recognition dataset [8]. 
This dataset comprises 3,825 images, categorized into 36 
distinct classes of fruits and vegetables. The images vary 
in size, with each image provided in RGB format, offering 
a full-color spectrum ideal for image classification tasks. 
Given the diversity in image sizes, preprocessing was 
essential. All images were uniformly resized to 150×150 
pixels, ensuring consistency across the dataset. Addition-
ally, normalization was performed by scaling pixel values 
to a range between 0 and 1, a standard practice that facil-
itates faster and more stable convergence of the models. 
Fig. 1 provides the sample images of the collected dataset.

Fig. 1 The sample images of the collected dataset [8].
To further enhance the dataset, augmentation techniques 
such as rotation, flipping, and zooming were applied. 
These augmentations not only aimed to artificially in-
crease the dataset’s diversity—making the models more 
robust by exposing them to various transformations—but 
also to prevent underfitting by ensuring that the models 
are sufficiently complex to capture the underlying patterns 
in the data. This careful balance between avoiding over-
fitting, where the model performs well on training data 
but poorly on unseen data [9], and underfitting, where the 
model fails to capture the data’s complexity [10], is cru-
cial for developing effective machine learning models.

2.2 Machine Learning Models-based Predic-
tion
Three machine learning models were employed in this 
study: Random Forest (RF), eXtreme Gradient Boosting 
(XGBoost), and Decision Tree (DT). These models were 
implemented using the Scikit-learn (sklearn) library in Py-
thon, which provides a wide range of tools for data min-
ing and data analysis. The models were evaluated based 

on several key metrics, including accuracy, precision, 
recall, and the confusion matrix, to thoroughly assess their 
performance in classifying fruits and vegetables. By lever-
aging these metrics, the study aimed to identify the most 
effective model for this specific classification task.
2.2.1 Random forest

Random Forest (RF) is a robust ensemble learning tech-
nique that aggregates the predictions of multiple decision 
trees to improve classification accuracy and reduce the 
risk of overfitting. Each tree in the forest is trained on a 
random subset of the training data, a process known as 
bootstrap sampling, and considers a random subset of 
features when splitting nodes, which introduces diversity 
among the trees. The final prediction is determined by 
majority voting across all trees. RF is particularly advan-
tageous for handling large datasets with high dimension-
ality, as it efficiently manages missing data and maintains 
accuracy even with noisy datasets. Additionally, RF pro-
vides insights into feature importance, making it a valu-
able tool for identifying the most significant predictors in 
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the dataset.
2.2.2 XGBoost

eXtreme Gradient Boosting (XGBoost) is a powerful ma-
chine learning algorithm based on the gradient boosting 
framework. It builds trees sequentially, where each new 
tree attempts to correct the residual errors made by the 
previous trees. XGBoost is known for its scalability and 
speed, leveraging advanced optimization techniques such 
as parallel processing, tree pruning, and regularization 
to prevent overfitting. The model includes features like 
handling missing data internally, applying sparsity-aware 
algorithms, and using a weighted quantile sketch for ap-
proximate tree learning, making it particularly effective 
for complex, high-dimensional datasets. XGBoost’s abil-
ity to generalize well across different data types and its 
fine-tuned control over model complexity have made it a 
preferred choice for many predictive modeling tasks.
2.2.3 Decision tree

Decision Tree (DT) is a straightforward yet effective 
machine learning model that classifies data by recur-
sively splitting it into subsets based on the feature that 
maximizes information gain. The tree consists of internal 
nodes representing feature tests, branches representing 

the outcomes of these tests, and leaf nodes representing 
class labels. Decision Trees are highly interpretable, as 
the decision-making process is visualized in a tree-like 
structure, making them useful for understanding and ex-
plaining the relationships within data. However, they are 
prone to overfitting, particularly with complex datasets. 
To mitigate this, techniques such as pruning, setting a 
maximum depth, and defining a minimum number of sam-
ples required to split a node are often employed. Despite 
its simplicity, the Decision Tree serves as a foundational 
model, often used as a building block for more complex 
ensemble methods like Random Forest and XGBoost.

3. Results and Discussion
The overall training and testing accuracy for the three 
models—Random Forest, XGBoost, and Decision Tree—
were evaluated shown in Table 1. All three models 
demonstrated the same high training accuracy (0.9942), 
reflecting their ability to fit the training data well. How-
ever, their testing accuracy varied slightly, with XGBoost 
achieving the highest accuracy of 0.9666, followed closely 
by Random Forest and Decision Tree, both at 0.9638. This 
indicates that while all models are effective, XGBoost has 
a slight edge in generalizing to unseen data.

Table 1. Model Performance Comparison
Model Training Accuracy Testing Accuracy

Random Forest 0.9942 0.9638
XGBoost 0.9942 0.9666

Decision Tree 0.9942 0.9638

Fig. 2 Part of the classification report of the Random Forest models (Photo/
Picture credit: Original)
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Fig. 3 The confusion matrix of the Random Forest model (Photo/Picture credit: Original)
The Random Forest model exhibited strong performance 
across most classes, particularly those with a large number 
of samples. Precision and recall were high for the majority 
of classes, with perfect scores in many cases such as “tur-
nip,” “onion,” and “mango.” However, there were slight 
inconsistencies, for instance, “apple” had a precision of 
1.00 but a lower recall of 0.70, resulting in an F1-score of 
0.82. Fig. 2 provides the classification report of Random 
Forest. The confusion matrix shows that the Random For-
est model was highly accurate in most classifications, with 
very few misclassifications. Fig. 3 provides the confusion 

matrix of Random Forest.
Random Forest performed well, showcasing its ability to 
generalize effectively across various classes. However, it 
struggled slightly in classes with fewer samples, suggest-
ing potential areas for improvement, such as enhancing 
its handling of data imbalances. Random Forest also per-
formed well, showcasing its ability to generalize effective-
ly across various classes. However, it struggled slightly 
in classes with fewer samples, suggesting potential areas 
for improvement, such as enhancing its handling of data 
imbalances.
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Fig. 4 Part of the classification report of the XGBoost models (Photo/Picture credit: Original)

Fig. 5 The confusion matrix of the XGBoost model (Photo/Picture credit: Original)
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XGBoost slightly outperformed Random Forest, espe-
cially in handling imbalanced classes. It maintained high 
precision, recall, and F1-scores across all classes, with 
perfect scores in several, such as “beetroot” and “cabbage.” 
XGBoost’s ability to handle complex data and regularize 
effectively contributes to its superior performance. Fig. 4 
provides the classification report of XGBoost. The confu-
sion matrix for XGBoost reflects its robustness, showing 
fewer misclassifications compared to Random Forest, par-

ticularly in challenging classes. Fig. 5 provides the confu-
sion matrix of XGBoost.
XGBoost emerged as the top performer, achieving the 
highest accuracy and demonstrating robust performance 
across most classes. Its advanced handling of class imbal-
ances and regularization techniques were key factors in its 
success. This model is particularly well-suited for appli-
cations requiring high accuracy and stability, even in the 
presence of complex and imbalanced datasets.

Fig. 6 Part of the classification report of the Decision Tree models (Photo/
Picture credit: Original)
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Fig. 7 The confusion matrix of the Decision Tree model (Photo/Picture credit: Original)
The Decision Tree model showed good performance, sim-
ilar to Random Forest, but with more variability in preci-
sion and recall across classes. Some classes like “apple” 
and “potato” had lower recall values, leading to slightly 
lower F1-scores compared to the ensemble methods. This 
variability suggests that while Decision Trees are effec-
tive, they are more prone to overfitting on certain classes. 
Fig. 6 provides the classification report of Decision Tree. 
The confusion matrix for the Decision Tree model shows 
that while it performed well overall, there were more 
instances of misclassification compared to XGBoost and 
Random Forest. Fig. 7 provides the confusion matrix of 
Decision Tree.
Decision Tree, while easy to interpret and implement, un-
derperformed relative to the ensemble methods. The high-
er variance in its performance metrics and lower overall 
accuracy indicate that it may not be the best choice for 
tasks involving complex datasets with multiple classes.

4. Conclusion
This study evaluated the performance of three machine 
learning models—Random Forest, XGBoost, and Deci-
sion Tree—in fruit and vegetable image classification. 
The findings show that while all models achieved high 
accuracy, XGBoost outperformed the others, especially in 
handling class imbalances and complex data. The research 
highlights the strengths of ensemble methods in image 
classification, though it is limited by its focus on classical 
machine learning techniques. Future work could explore 
deep learning models to enhance accuracy and generaliza-
tion across broader datasets. The study aims to provide ef-
fective technical means for fruit and vegetable image rec-
ognition and serve as a reference for related research and 
applications. As machine learning technologies advance, 
their use in automating fruit and vegetable image recog-
nition can enhance efficiency, reduce costs, and promote 
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the modernization of the industry. Further exploration of 
this study’s findings may offer new ideas and methods for 
optimizing and applying machine learning algorithms in 
practical scenarios, driving their broader application.
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