
ISSN 2959-6130

Dean&Francis

Abstract:
This experiment uses the LSTM model and establishes a 
two-layer LSTM structure to enhance the learning ability 
of long-term dependencies. The Dropout layer can prevent 
the model from overfitting historical data during training. 
Normalization, time series sliding window technology, 
and 80-20 training-test split method are used for data 
preprocessing. MAE, RMSE, and MAPE are used for 
evaluation to compare the predicted value with the actual 
value.
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1. Introduction
This is a serious problem. Stock price prediction has 
many complexities and is easily affected by market 
sentiment and some economic indicators as well as 
external events. Most time series methods, cannot 
capture its nonlinear complex relationships [1]. With 
the continued advancement of deep learning, RNN 
and its variant LSTM are able to learn long-term de-
pendencies, opening up huge possibilities for finan-
cial forecasting.
Typically, researchers use the predictive power of a 
single-layer LSTM model to predict stock prices to 
analyze market trends and volatility. Although such 
effects are stable, there are long-term dependencies 
that cannot be handled and long-term trends of stocks 
cannot be mined [11]. Then, the performance of 
LSTM on long-term dependencies is evaluated.
This article will explore the accuracy of LSTM in 
stock price prediction and use KFC Dataset.csv, a 
stock dataset of KFC, for some tests. This dataset 
covers historical stock data and key features from 

2000 to 2024. It helps to provide a more comprehen-
sive picture of long-term market fluctuations. This 
article uses LSTM to establish a two-layer LSTM 
structure. The first layer of LSTM passes time series 
features to the second layer of LSTM to enhance the 
learning ability of long-term dependencies. And add 
a Dropout layer to avoid the model from overfitting 
historical data during training [12]. In order to com-
plete the research in this article, data preprocessing 
methods such as normalization, time series sliding 
window technology, and 80-20 training-test split 
were used. The mean square error (MSE) loss func-
tion was optimized for both LSTM and RNN models, 
and the gradient was updated using Adam. Then, the 
stock price predicted by the model is compared with 
the actual stock price, and the performance is evalu-
ated using metrics such as MAE, RMSE, and MAPE.

2. Research Methods
LSTM is a special type of RNN that is specifically 
designed to solve the “long sequence dependency 
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problem” that ordinary RNNs cannot effectively handle. 
LSTM uses a “gating mechanism” to control the flow of 
information, remembering important information for a 
long time and discarding irrelevant information [4]. In the 
LSTM structure, “memory units” and “three gating mech-
anisms” are used to control the direction of message.
In the memory unit, the core is the “cell state”, which is 
like a “conveyor belt” that can directly transmit informa-
tion, allowing the model to remember useful information 
for a long time [5]. Its update formula is as follows:
	 C f C i Ct t t t t= +* *−1

 � (1)

Where Ct is the cell state at the current time step, Ct−1  

is previous cell state, ft  is the control value of the forget 

gate, it is the input gate and Ct is the new information.
In the forget gate, the formula that determines how much 
past information the current unit should forget is as fol-
lows:
	 f W h x bt i t t f= +σ ( *[ , ] )−1 � (2)

If the ft  value is close to 0, the LSTM will discard the in-
formation; if it is close to 1, the information is retained.
In the input gate, the formula for determining how much 
new information to store at the current moment is as fol-
lows:
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it is the control input ratio and Ct is the newly calculated 
information.
The advantages of LSTM in applications are as follows:
Ÿ Solve the gradient vanishing problem: remember long-
term dependencies.
Ÿ Capture long sequence information: better than ordinary 
RNN in processing long sequences [6].
Ÿ High flexibility: combined with CNN and Transformer 
to handle different tasks [7].

3. Evaluation
This experiment uses the KFC stock price dataset (KFC 
Dataset.csv), which comprehensively records the chang-

es in KFC stock prices over time. The dataset covers 24 
years of stock market data from 2000 to 2024. The time 
span is relatively long, and it can effectively analyze long-
term market trends.

3.1 Model evaluation methodology

3.1.1 Data preprocessing

In order to improve the training effect of LSTM, this ex-
periment first normalizes the data to between 0 and 1 to 
avoid the problem of calculation overflow caused by too 
large values ​​[8]. Then, the time series sliding window is 
used to predict the stock price of the next day using the 
stock price data of the past 60 days, so that the model can 
learn short-term trends. Finally, the data set is divided into 
80% training set and 20% test set. The predictive ability 
is verified by the test set to ensure that the model can fully 
learn historical data.
3.1.2 LSTM and RNN model training

In order to compare the performance of different neural 
networks in stock price prediction, this experiment con-
structed two models, LSTM and RNN, for testing and 
evaluation.
LSTM uses a two-layer LSTM network, each layer con-
tains 50 neurons, and uses a Dropout layer to prevent 
overfitting, and finally uses a connection layer to output 
the predicted value. The first layer of LSTM outputs the 
hidden state of all time steps of the entire time series, not 
just the last time state, which allows it to learn deeper 
time series features. The second layer LSTM only outputs 
the final prediction. Compared with single-layer LSTM, 
double-layer LSTM can mine more rich feature informa-
tion, thereby improving prediction accuracy.
RNN uses a similar architecture, but uses SimpleRNN 
instead of LSTM, which makes it easy to compare the 
effects of traditional recurrent neural networks and LSTM 
in time series prediction. Both models use MSE as the 
loss function and use the Adam optimizer for training. Af-
ter training, this experiment uses the test set data for pre-
diction and denormalizes the prediction results to achieve 
comparative analysis with the actual stock price.
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3.2 Comparison of LSTM and RNN prediction results

Fig. 1. LSTM vs RNN.(Picture credit: Original)
In Fig.1., the LSTM (blue) prediction curve is closer to 
the true value (red), indicating that it can better capture 
the fluctuation trend of stock prices. RNN (purple) can 
also follow the overall trend, but the deviation is large at 
some turning points, which may be because RNN cannot 
capture the dependencies of long time series well. Accord-
ing to the prediction error analysis, LSTM has a smaller 
error. Because LSTM uses a gating mechanism, it can 

more effectively remember the long-term dependencies 
of historical data, so that at most 19 points, the predicted 
value closely follows the actual stock price trend. Howev-
er, RNN has a larger error. Since RNN cannot effectively 
store long-term memory, it may cause large deviations in 
long-term trend predictions, especially when stock prices 
fluctuate violently.

3.3 Error Analysis

Fig. 2. Error stability analysis (LSTM vs RNN).
(Picture credit: Original)
In Fig.2, the prediction residuals of LSTM and RNN fluc-
tuate around 0, but the error of LSTM at multiple time 
points is relatively small, while RNN has larger deviations 

at some points. This shows that LSTM is more stable than 
RNN in long-term series dependency learning and can 
better capture market trends.
After evaluating LSTM, the following indicator results 
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were obtained: The MAE is 23.97 and the RMSE is 34.68, 
indicating that the average error between the model pre-
diction value and the actual value is small and has good 
accuracy. At the same time, MAPE is only 1.42%, indicat-

ing that the model’s prediction error ratio is very low and 
the overall prediction effect is relatively accurate.

3.4 Comparison of prediction results

Fig. 3. LSTM prediction results.
(Picture credit: Original)
From Fig.3., the predicted stock price (blue) of the LSTM 
is highly consistent with the actual stock price (red), and 
can track the market trend well. The moving average 
baseline model (green dotted line) can not adapt to the 
dynamic changes of market prices because it only consid-
ers the historical mean, which shows that LSTM is more 
practical in the stock prediction task. In addition, LSTM 
can quickly adjust the predicted value at the turning point 
of trend change (such as market rise or fall).

3.5 Experimental conclusion
The experimental results show that LSTM is more suitable 
for time series prediction, can effectively handle long-
term dependencies, and better capture market trends, and 
has better prediction effects than RNN.

4. Conclusions
This study uses LSTM and RNN to predict stock price 
time series, and uses the moving average method as a 
comparison baseline. The experimental findings indicate 
that, within the stock-prediction implementing schemes, 
LSTM performs better than the other models of RNN 
types and then the moving-average baseline models, with 

features such as accuracy, error stability, etc., obviously 
favoring LSTM.

4.1 Research limitations
Although LSTM performed well in this experiment, it still 
has limitations:
Ÿ The ability to predict sudden market events is limited, 
and LSTM may still have large errors.
Ÿ Long-term prediction errors accumulate, because LSTM 
relies on historical data for prediction. In the long-term 
prediction process, small errors will gradually accumulate, 
resulting in a decrease in long-term prediction accuracy.

4.2 Future research directions
This experiment provides the following ideas to further 
improve the performance of LSTM in stock prediction:
Ÿ Combine CNN-LSTM and use CNN to extract short-
term market features to improve sensitivity to market fluc-
tuations.
Ÿ Introduce macroeconomic variables (such as CPI, GDP, 
interest rates) to enhance the model’s predictive ability 
and enable it to better adapt to changes in the market envi-
ronment.
In summary, this study verifies the feasibility of LSTM 
in forecasting. Compared with RNN and moving average 
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baselines, LSTM has higher forecasting accuracy, bet-
ter trend fitting ability, and stronger market adaptability. 
However, in order to further improve the generalization 
ability, it is still necessary to combine multiple models 
and external market factors to improve the practicality of 
LSTM in actual trading scenarios.
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