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Abstract:
The review aims to test the effectiveness of chatbots 
in treating depression and anxiety through cognitive 
behavioral therapy within a short duration of treatment. 
This review also tries to test whether chatbot therapies are 
similar to usual treatments. The study pooled data from 12 
studies. In the random effects model, at the significance 
level of α = 0.05, chatbot therapies significantly reduce 
the symptoms of depression and anxiety with a small to 
moderate effect size. For anxiety groups, the range of 
summarized standardized mean difference is from -0.39 to 
-0.1. For depression groups, the interval of a summarized 
standardized mean difference ranges from -0.36 to -0.08. 
The difference in effectiveness between chatbot therapies 
and traditional therapies is minimal. Therefore, chatbot-
provided cognitive behavioral therapy shows promise for 
the future. Three studies with significant heterogeneity 
were removed. They differ in terms of outdated chatbots, 
significantly varying durations of treatments, and the 
special period during which the study was conducted. 
These implications may suggest that chatbots are 
undergoing rapid upgrades, so future researchers should 
keep up with the changes in chatbot technology. The 
number of related researches is limited, and moral concern 
should be considered in future researches.

Keywords: chatbots, depression, anxiety, CBT, me-
ta-analysis

1. Introduction
Conversational artificial intelligence (AI-based chat-
bot) is prevalent. Patel et al. (2019) tried to establish 

several AI networks to understand human emotions 
and identify them as labels including but not limit-
ed to joy, pain, and stress. The result shows that AI 
can comprehend emotions in its own way, so it is 
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possible to let chatbots take part in tasks requiring an un-
derstanding of people’s emotions. Vaidyam et al. (2019) 
show that preliminary evidence has shown that chatbots 
are favorable for psychiatric use despite the lack of further 
research. In the study, one noticeable point is that patients 
are inclined to positively rate treatments provided by chat-
bots, suggesting that chatbots have the potential to offer 
enjoyable medical experiences for patients. Olawade et al. 
(2024) suggest that chatbots can significantly change the 
way of mental healthcare, but privacy and bias are notice-
able and need to be considered in the future.
Two of the most significant mental disorders are depres-
sion and anxiety. Major depressive disorder can lead to 
severe situations. Patients diagnosed with depression dis-
order may have low mood, hopelessness, and insomnia. 
Family or friend relationships may be affected. General-
ized anxiety disorder, on the other hand, makes the diag-
nosed patients respond in overreaction. The patients are 
excessively worried, significantly disturbing their lives.
In 2023, WHO (2023a) (World Health Organization) sur-
veys that anxiety is affecting 302 million people. Another 
article from WHO (2023b) points out that 5% of adults 
are suffering from depression. These results suggest that 
depression and anxiety are highly prevalent.
Symptoms of depression and anxiety can lead to suicide 
attempts, so the prevalence and severity show that depres-
sion and anxiety need to be considered. Young et al. (2008) 
suggests nearly 30% people diagnosed with depression 
or anxiety can receive treatments and cures. Therefore, it 
is necessary to find an approach to make respective cures 
more accessible.
Therefore, we will focus on the topic of generalized anx-
iety disorders and major depressive disorders. They are 
highly influential and relatively prevalent. One of the rea-
sons for this may be the shortage of therapists. Boucher 
et al. (2021) suggest that chatbots may cover the shortage 
of practitioners in the psychological field despite the lack 
of further research on distinguishing the effectiveness 
between chatbots and other digital interventions. Also, 
Zhong et al. (2024) show that chatbots are cost-effective 
and highly accessible. Moreover, chatbots can provide 
cognitive behavioral therapy via communicating with pa-
tients. Cognitive behavioral therapies have been proven 
to have high effectiveness in treating mental disorders in-
cluding depression and anxiety.
Although Abd-Alrazaq et al. (2020) point out that the ev-
idence proving that chatbots are capable of curing mental 
disorders is insufficient, recently, Zhong et al. (2024) con-
duct a
meta-analysis to conclude that chatbots can relieve the 
symptoms of depression and anxiety via cognitive behav-
ioral therapy. Granted, there are limitations including a 

lack of variety in chatbots taken into account. Also, they 
point out that the number of existing studies is still limit-
ed. Despite the limitation of studies and data sources, we 
try to add the diversity of chatbots in one
meta-analysis, figuring out if conversational artificial in-
telligence is truly effective in alleviating the symptoms of 
depression and anxiety, instead of a bias produced by spe-
cific chatbots. This is important to test because we need 
to clarify if the reduction of severity is caused by specific 
types of chatbots with certain confounding variables.
If they are, is the effectiveness of the therapies provided 
by chatbots different from traditional therapies? We con-
duct t-tests of equivalence to find the implication.
To validate our hypothesis, we conduct meta-analysis us-
ing statistical tools. Despite the heterogeneity can affect 
the analysis, Higgins and Thompson (2002) suggest that 
heterogeneity can be well measured by several indicators 
including I2. In order to validate our meta-analysis, we 
use I2 as well as χ2 to detect the heterogeneity and remove 
studies that significantly affect these indicators.

2. Method
We hypothesize that chatbot therapies are effective and 
similar to artificial treatment. To validate the hypotheses, 
we conduct testing toward these two hypotheses separate-
ly.
We use the method in Kumar et al. (2022). To test wheth-
er or not the chatbots therapies are effective, during this 
procedure, the calculation will focus on PHQ-9 and GAD-
7 scores of chatbot groups (patients receiving CBT from 
chatbots) and non-intervention groups (patients receiving 
no treatment or a psychological book. We calculate the 
standardized mean difference of PHQ-9 and GAD-7 be-
tween chatbot groups and non-intervention groups. The 
estimation of the standardized mean difference is Cohen’s 
d. In order to test the null hypothesis, we build the confi-
dence interval of the effect size Cohen’s d, which indicates 
how significant the difference is.
Based on Lin and Chu (2018), in order to test if there is 
publication bias, which can highly affect the conclusion 
of meta-analysis, we use Egger’s test and funnel plot to 
detect potential publication bias, increasing the reliability 
of the result.
We verify if the chatbot therapies are significantly differ-
ent from traditional or artificial therapies. To this end, we 
utilize t-tests of equivalence test for two independent sam-
ples. The groups being tested used the same measurement 
of severity of depression and anxiety symptoms, which 
are PHQ-9 and GAD-7. To ensure the consistency of this 
meta-analysis, heterogeneity is tested in every process by 
I2 and χ2. During the process of data extraction, significant 
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outliers are removed.

2.1 Participants
We collect 36 studies from 11 papers with a total number 
of 2173 subjects within control and experimental groups. 
The following categories of data are not tractable in every 
paper collected. Therefore, the estimated distributions 
of demography are approximate. The mean of the age of 
subjects is 30.950(7.135). 75.9% of subjects are women. 
24.0% of subjects are males. Nonbinary sexuality is too 
small in the collection to account. 42.9% of subjects have 
received more than 12th grade.
Chatbot groups versus non-treatment groups the null 
hypothesis is that PHQ-9 and GAD-7 scores of chatbot 
groups are equal with the groups receiving no treatment. 
To test the hypothesis, this paper calculates the PHQ-9 

and GAD-7 scores separately.

2.2 Materials
Data in the following studies is collected. We vary the 
chatbots in this review. The studies signed with star are 
removed because they significantly affect heterogeneity. 
In Liu et al. (2022)’s study, the treatment conducts for 16 
weeks, differing from other studies’ duration significantly. 
Fitzpatrick et al. (2017)’s study conducted at 2017, so the 
implication may tell us that the heterogeneity is produced 
by the outdated chatbot, and chatbots are rapidly pro-
gressive. He et al. (2022)’s study is conducted during the 
Covid-19 pandemic. This may imply that the environment 
will influence mental health, affecting the effectiveness of 
the therapies. (Table 1).

Table 1

Study AI Duration(weeks)
Sadeh-Sharvit et al., 2023 The Eleos Health Platform 4,8
Danieli et al., 2022 TEO 4,8
Klos et al., 2021 Tess 8
Fitzpatrick et al., 2017* Woebot 2
Liu et al., 2022* XiaoNan 16
Nicol et al., 2022 Mobile Health 4
Karkosz et al., 2024 Fido 2
Suharwardy et al., 2023 Woebot 6
He et al., 2022* XiaoE 4
Ulrich et al., 2024 MISHA 4,7(mixed)
Greer et al., 2019 Vivibot 4
Anmella et al., 2023 Vickybot 2,4
Suharwardy et al., 2023 Woebot 6
Gut,u et al., 2021 Woebot 2
MacNeill et al., 2024 Wysa 2,4

2.3 Measures
To quantitatively measure the symptoms of depression 
and anxiety, we mainly look for trials using the measure-
ment of GAD-7 and PHQ-9 scores.
2.3.1 gAD-7 generalized anxiety disorder-7

According to Löwe et al. (2008), GAD-7 is a reliable 
questionnaire that can measure anxiety in the general pop-
ulation. It has been used in a wide range of clinical usage. 
Commonly, a score between 10 and 14 would be consid-
ered moderate anxiety, and a score between 15 and 19 is 
severe anxiety.

2.3.2 PHq-9 Patient health questionnaire-9

According to Sun et al. (2020), similarly, PHQ-9 is a 
specific questionnaire that quantitatively measures the se-
verity of major depressive disorders (clinical depression). 
It has also been used to apply to the giant range. A score 
between 10 and 14 would be considered moderate anxiety, 
and a score between 15 and 19 is moderately severe. A 
score above 19 is severe depression.

2.4 Procedure
According to the figure 1, based on databases (google 
scholar), we search for studies conducting randomized 
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controlled trials. Typically, studies should measure the 
severity in both controlled groups and groups who receive 
CBT provided by chatbots. In order to compare the effec-
tiveness between chatbots and non-treatment groups, the 
controlled groups will be patients receiving non-treatment 
or just a psychological handbook. On the other hand, to 
test if chatbot treatments are similar to usual treatments, 
the controlled groups will receive treatments as usual. 
To quantitatively measure the severity of symptoms and 
maintain consistency, we try to prioritize studies using 
the measurements of PHQ-9 and GAD-7. Significant out-
liers, which make the heterogeneity extremely high, are 
removed.

3. Results Chatbot groups versus 
non-treatment

3.1 groups PHq-9
According to figure 2, all together 13 studies were an-
alyzed with a total of 362 subjects in the experimental 
cohort and 472 subjects in the control cohort. There are 8 
different kinds of chatbots within 13 studies, ensuring that 
the conclusion is consistent in various chatbots.

Figure 1
The PHQ-9 scores of chatbot’ therapies are significantly 
less than the scores of patients receiving no treatment. 
Based on the analysis performed using the random effects 
model with the Inverse variance method to compare the 
standardized mean difference (SMD), there is a statisti-
cal difference between the two cohorts, the summarized 
standardized mean difference (SMD) is −0.22 with a 
95% confidence interval of (−0.36, −0.08). According to 
Kumar et al., 2022, the difference is significant and has 
perhaps a small and moderate effect. The test for overall 
effect shows a significance at p < 0.05.

Figure 2
Significant heterogeneity was not observed, indicating that 
effect sizes across studies are consistent in both magnitude 
and direction.

3.2 gAD-7
According to figure 3, all together 13 studies were an-
alyzed with a total of 333 subjects in the Experimental 
cohort and 422 subjects in the Control cohort. There are 9 
different kinds of chatbots within 13 studies, ensuring that 
the conclusion is consistent in various chatbots.
The GAD-7 scores of chatbot therapies are significantly 

less than the scores of patients receiving no treatment. 
Based on the analysis performed using the random effects 
model with the Inverse variance method to compare the 
standardized mean difference (SMD), there is a statisti-
cal difference between the two cohorts, the summarized 
standardized mean difference (SMD) is −0.24 with a 95% 
confidence interval of (−0.39, −0.1). According to Kumar 
et al., 2022, the difference is significant and has perhaps 
a small and moderate effect. The test for overall effect 
shows a significance at p < 0.05.
Significant heterogeneity was not observed, indicating that 
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effect sizes across studies are consistent in both magnitude and direction.

Figure 3 gAD-7

3.3 Chatbot groups versus treatment as usual
The null hypothesis is that the difference between the 
scores of chatbot groups and the groups receiving usual 
treatment is less than 2 and more than -2.
To test these hypotheses, this paper calculates the PHQ-9 
and GAD-7 scores separately.
3.3.1 PHq-9

All together 5 studies were analyzed with a total of 130 
subjects in the Experimental
cohort and 162 subjects in the Control cohort. There are 3 
different types of chatbots within 5 studies. The null hy-
pothesis is equivalence to:
H0 = |µAI −µTAU | > 2 (1)
We need to test two null hypotheses.
H0 = µAI −µTAU > 2 (2)
t = −2.422, d f = 206.732, p = .008. The one-tail null hy-
pothesis is rejected at the significant level α = 0.05.
H0 = µAI −µTAU > −2 (3)t = 1.939, d f = 206.732, p = 
.028. The one-tail null hypothesis is rejected at the signifi-
cant level
α = 0.05.
There is convincing statistical evidence that the absolute 
difference in the PHQ-9 scores between the groups of 
chatbots and those receiving treatment as usual is less than 
or equal to 2.
By testing, (χ2 = 4.26, d f = 4, p = 0.37; I2 = 6%), signifi-
cant heterogeneity was not observed,
indicating that effect sizes across studies are consistent in 
both magnitude and direction.
3.3.2 gAD-7

All together 5 studies were analyzed with a total of 130 
subjects in the Experimental cohort and 162 subjects in 
the Control cohort. There are 3 different types of chatbots 
within 5 studies. The null hypothesis is:
We need to test two null hypotheses.
H0 = |µAI −µTAU | > 2 (4)H0 = µAI −µTAU > 2 (5)
t = −2.227, d f = 215.43, p = 0.014. The one-tail null hy-

pothesis is rejected at the significant level α = 0.05.
H0 = µAI −µTAU > −2 (6)
t = 1.707, d f = 215.43, p = 0.045. The one-tail null hy-
pothesis is rejected at the significant level
α = 0.05.
There is convincing statistical evidence that the absolute 
difference in the GAD-7 scores between the groups of 
chatbots and those receiving treatment as usual is less than 
or equal to 2. By testing, χ2 = 2.8, d f = 4, p = 0.59; I2 = 0%, 
significant heterogeneity was not observed, indicating that 
effect sizes across studies are consistent in both magnitude 
and direction.

4. Discussion
We can make an inference from the statistics above. Be-
cause the entire range of Cohen’s d is negative, meaning 
that the PHQ-9 or GAD-7 scores of chatbot groups are 
less than controlled groups, Chatbots can cure patients 
diagnosed with major depressive disorder or generalized 
anxiety disorders, and there is statistically convincing 
evidence showing that the treatments can be provided 
by well-developed conversational artificial intelligence. 
Therefore, chatbots are showing a promising future in the 
clinical field. By varying the types of chatbots, we can 
ensure that patients whose severity of mental disorders 
gets reduced not because specific types of chatbots have 
confounding variables. From the statistical analysis, we 
have taken various types of chatbots into account, so the 
conclusion can probably be generalized to a wider range 
of chatbots instead of specific types.
According to the t-tests, we are confident to confirm that 
the difference between chatbot treatments and usual treat-
ments is less than 2 scores in both PHQ-9 and GAD-7. 
Considering each level of severity in these two question-
naires is 4, we consider that 2 scores difference may not 
be huge enough to affect the symptoms in real situations. 
Also, chatbots have multiple advantages including their 
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cost-effectiveness and high accessibility.
Consequently, we think that chatbots can help cure pa-
tients with depression or anxiety disorders. Future studies 
can try to enhance the ability to deal with severe mental 
disorders and find an approach to widen the usage of chat-
bots through applications, increasing its accessibility to 
more patients who cannot receive adequate treatments yet.
However, current studies are still limited. We need more 
experiments and data to confirm the hypothesis, enhanc-
ing the reliability of the conclusions. Also, the duration of 
treatments should be prolonged. Studies excluded, which 
are identified to significantly affect heterogeneity, set a 
huge difference in duration of treatments compared with 
other studies included. Liu et al. (2022) ’s study, which 
causes giant heterogeneity in these studies, set a treatment 
for 16 weeks, significantly differing from other groups 
included, which average set 4 to 6 weeks. Therefore, it is 
possible that the heterogeneity is produced by the signifi-
cant difference in duration. However, existing studies are 
rare to set long enough experiments, so this meta-analysis 
fails to consider long-term therapies.
Chatbots are experiencing rapid upgrading. From previous 
statistical tests, chatbots between even several years can 
produce significant heterogeneity, so it is important to col-
lectively conduct a huge experiment containing giant data 
to fully validate the hypothesis.
There are concerns on chatbots. Although chatbots proba-
bly are effective in the macro, misconducting is dangerous 
to patients, and it is uncertain who can be held liable for 
a miscarriage of justice or mistreatment. Therefore, the 
wide range of usage of chatbots is difficult to come true 
without eliminating moral concerns.
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