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Abstract:
Facial recognition are a cornerstone of human social 
interaction and emotional bonding. People rely on facial 
recognition to analyze others’ emotions, intentions, and 
social cues. Facial emotions are particularly effective 
in conveying information in social contexts. It has the 
benefits of speed, directness, and universality across 
cultures. Music, as an emerging area of emotional study, 
has the power to evoke and alter individual emotions 
which has the potential to affect emotion recognition. This 
study examines the impact of different types of music on 
the judgement of facial emotions. The present research 
adopts a mixed design, with two types of music as the 
between-subject variable and three types of facial emotions 
as the within-subject variable. Participants were asked 
to evaluate facial expressions while listening to different 
musical pieces, and an eye-tracker recorded their viewing 
behaviors. The eye-tracking data, serving as the dependent 
variable, offers quantifiable details of the observation 
process. Analysis indicates that under sad music, 
participants are more likely to rate neutral faces positively. 
While under happy music, they tend to rate neutral faces 
more negatively. Eye-tracking results reveal a tendency 
for participants to focus more on the eye region when 
viewing faces based on increased total fixation duration, 
fixation counts, and quicker time to first fixation. Sad 
music prompts faster gaze towards the eyes, with a shorter 
time to first fixation compared to happy music. Moreover, 
when viewing negative emotional faces, participants’ gaze 
towards the nose is quicker than when viewing positive 
faces, regardless of the music types. This study contributes 
a novel perspective to cross-modal emotion recognition 
research which highlights the interaction between music 
and facial expression interpretation process. The results 
suggest new insights for emotion recognition training in 
music therapy, clinical psychology, and education.
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1. Introduction
Facial recognition is a key skill in human social interac-
tions, enabling individuals to identify others and gather in-
formation about their identities, emotions, and intentions. 
This ability has been critical to human evolution, enhanc-
ing social interactions and emotional bonds (Bruce & 
Young, 2015). Facial expressions are a direct way of com-
municating emotional information, surpassing language 
and other non-verbal behaviors in speed and intuitiveness 
(Schupp et al., 2015). In complex social environments, 
facial expressions are important sources of emotional 
signals (Elfenbein & Ambady, 2012). Recognizing emo-
tional faces could facilitate assessing the situation and 
making appropriate responses rapidly (Ekman, 2016). 
For instance, detecting an angry face can alert individuals 
to potential threats, while recognizing a happy face can 
foster social interaction and cooperation (Adolphs, 2010). 
Emotional face interpretation is also cross-cultural. Since 
this form of emotional perception could overcome cultur-
al differences (Barrett et al., 2019). Above all, emotional 
face recognition is a vital skill and is closely linked to in-
dividual emotional regulation and social interaction.
Recently, there has been growing interest in how music 
influences emotional perception and recognition. As a me-
dium for emotional expression and regulation, music can 
significantly impact an individual’s emotional responses 
to stimuli such as facial expressions. Thoma et al. (2013) 
suggest that music can significantly affect emotional 
states, especially in emotional regulation and expression. 
Hendricks et al. (2015) found that music can influence 
emotional perception and mental health through emotional 
regulation, i.e. reducing anxiety and depression symp-
toms. However, the impact of music on facial expression 
interpretation is a subject of debate. Studies by Hickok 
& Heffner (2017) and Müller & Jonason (2015) indicate 
that positive music can enhance the speed of recognition, 
especially for positive facial expressions. Research by 
Schubert & Doležal (2012) and Kallinen & Ravaja (2015) 
suggest that positive music may hinder the recognition of 
facial emotions when the emotions conveyed by the music 
and the facial expression are inconsistent. Kawakami & 
Sato (2014) note that while pleasant music can facilitate 
the recognition of happy faces, it may also impede the 
recognition of negative emotional faces. Therefore, it is 
crucial to explore the effects of music on emotional face 
recognition.
Previous research on music and emotional face recogni-
tion has typically focused on traditional measurements 
such as emotional assessment and reaction time, which 
rely on participants’ self-reports or emotional reactions 
to music. These approaches are susceptible to subjective 

biases from participants. Emotional expression is often 
complex and multidimensional, making it difficult for a 
single rating to accurately capture the diversity and depth 
of emotions (Brattico et al., 2013). Additionally, tradition-
al research methods have overlooked physiological chang-
es or neural responses that may be triggered by emotional 
experiences (Koelsch, 2010). These physiological indica-
tors can provide deeper insights into emotional reactions. 
This study employs eye-tracking data as a dependent 
variable. Since eye gaze data can reflect an individual’s 
attention distribution when viewing emotional faces. It 
offers more detailed insights of the cognitive processes. 
The results help understand how attention and emotional 
regulation mechanisms change during emotional face rec-
ognition in different musical contexts. This study designs 
a mixed experiment to explore the impact of music on in-
dividuals’ emotional face recognition patterns. Music type 
and facial emotion type are independent variables. Par-
ticipants’ eye-tracking data and ratings of emotional ex-
pression are dependent variables This research is expected 
to offer a new perspective for cross-modal studies on 
emotion recognition, enriching the theoretical framework 
of emotional perception. The findings could also provide 
new approaches for emotional recognition training of mu-
sic therapy.

2. Method

2.1 Participants
This study recruited 20 individuals (mean age = 28.7, 
standard deviation = 5.89) randomly in Shanghai, China. 
The sample consisted of 11 males and 9 females. Partic-
ipants were randomly assigned to one of the two groups: 
Group A (happy music) and Group B (sad music). They 
were informed about the general purpose and procedures 
of the experiment. And all subjects provided their consent 
by signing the consent form.

2.2 Stimuli
During the trial, one piece of sad music and one piece of 
cheerful music, both without lyrics, were utilized as au-
ditory stimuli. Participants assigned to the happy group 
were exposed to the cheerful music, while those in the sad 
group listened to the sad music. Visual stimuli consisted 
of twelve human facial expressions sourced from the da-
tabase of the Institute of Psychology at the Chinese Acad-
emy of Sciences. The selection included four positive 
expressions, four negative expressions, and four neutral 
emotional faces. The emotional face images were evenly 
divided between males and females. Each expression cat-
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egory featuring two females and two males.

2.3 Design and Procedure
This study used a mixed-design approach. Music type 
serves as the between-group variable and emotional facial 
expressions as the within-group variable. Participants 
were required to read and sign an informed consent form 
before taking part in the study. They were then seated in 
front of an eye tracker (Tobii Pro 4C) connected to a com-
puter screen. Group A participants wore headphones and 
listened to happy music with unrelated images displayed 
on the screen for 40 seconds to immerse themselves in 
the auditory environment. Following this, an introductory 
page was shown. Group B participants experienced a sim-
ilar procedure, with the music changed to a sad piece.
All participants underwent a calibration process, tracking 
a moving dot on the screen to align the eye tracker with 
their gaze. After successful calibration, participants were 
notified via on-screen instructions. They were instructed 
to keep their eyes on the screen throughout the trial. A se-
ries of 12 faces, depicting positive, negative, and neutral 
expressions, were randomly presented on the screen. The 
duration for each image was 6 seconds. After viewing 
each image, participants rated the facial expressions on a 
9-point scale. 1 is the most negative. 5 is neutral. And 9 is 
the most positive.
The experiment lasted approximately five minutes, after 
which participants received a gift. The area of interest 
(AOI) on the images was divided into eyes (E), nose (N), 
mouth (M), and full face (F). Eye-tracking parameters 
such as total fixation duration (TFD), fixation counts (FC), 
and time to first fixation (TFF) were collected to analyze 
participants’ eye movements in response to the stimuli. 
Additionally, participants’ ratings of the facial expressions 
were recorded to assess their subjective perception of the 
emotions displayed.

2.4 Data Analysis
To assess the impact of music type on participants’ emo-
tion recognition, between-group t-tests were conducted 
to compare the ratings of emotional faces and eye gaze 
behaviors within each area of interest (AOI) between 
Group A and Group B. Additionally, the influence of emo-
tional face type on expression recognition was examined 
through within-group t-tests on the eye-tracking data 
within the AOIs for both groups. These analyses allowed 
for a detailed evaluation of how different music types may 
modulate the recognition of emotional facial expressions 
and the associated eye movement patterns.

3. Result

3.1 Between-group T-test analysis of Ratings for 
Group A and Group B
The results are listed in Table 1. The between-group 
comparison of ratings for negative and positive facial 
expressions did not reveal significant difference between 
Group A and Group B. However, when rating neutral 
expressions, Group A (M = 4.63, SD = 0.53) rated these 
expressions significantly more negative than Group B (M 
= 5.13, SD = 0.53; p < 0.05). This indicates that the type 
of music may have influenced the perception of neutral 
expressions.

3.2 Between-group ANOVA and T-test analysis 
of TFD for Group A and Group B
The results of the ANOVA and T-test for Total Fixation 
Duration (TFD) and Fixation Counts (FC) are presented 
in Table 2 and Table 3 respectively. According to the one-
way ANOVA tests, when observing facial images, all 
participants allocated more fixation duration and counts 
to the eye areas (TFD: M = 1.88, SD = 0.94; FC: M = 
8.14, SD = 3.63) than to other facial components (p < 
0.05). Additionally, T-test results indicated that Group A 
participants (M = 1.49, SD = 0.89) spent a significantly 
lower amount of time looking at the eye areas (p < 0.05) 
compared to Group B participants (M = 2.23, SD = 0.89). 
A comparison of the facial images revealed that Group A 
subjects (M = 1.61, SD = 0.81) allocated less time (p < 
0.05) to the eyes than Group B subjects (M = 2.31, SD = 
0.91) when observing the negative facial images.

3.3 Between-group ANOVA and T-test analysis 
of TFF for Group A and Group B
As presented in Table 4, participants’ Time to First Fixa-
tion (TFF) for the eye region (M = 1.03, SD = 1.22) was 
significantly shorter (p < 0.05) compared to other facial 
regions when viewing facial images. This finding is con-
sistent with the ANOVA tests for Group A (M = 1.08, SD 
= 1.45). A between-group t-test revealed that the TFF for 
the nose region in positive images (M = 2.48, SD = 1.10) 
was significantly longer (p < 0.05) than that in negative 
images (M = 1.49, SD = 1.01). Further analysis indicated 
that for both Group A and Group B, the TFF for the nose 
region was longer in positive images than in negative im-
ages. This suggests that emotions of the images influenced 
the initial allocation of attention, particularly to the nose 
region, during the early stages of facial expression pro-
cessing.
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Table 1: Rating Results of Group A and Group B

  Total Positive  Expression Negative  Expression Neutral  Expression
Total 5.05 7.00 3.26 4.90

Group A 4.95 6.69 3.53 4.63
Group B 5.15 7.28 3.03 5.14

Table 2: TFD(s) for Group A and Group B

Total Group A Group B
  N F E M N F E M N F E M

Total 0.58 3.52 1.88 0.77 0.61 3.13 1.49 0.77 0.56 3.86 2.23 0.78
Positive Expression 0.47 3.51 1.82 0.88 0.50 3.25 1.52 0.91 0.45 3.75 2.09 0.85
Negative Expres-

sion
0.58 3.52 1.98 0.73 0.62 3.07 1.61 0.64 0.55 3.92 2.31 0.81

Table 3: FC(freq) for Group A and Group B

Total Group A Group B
  N F E M N F E M N F E M

Total 3.08 15.71 8.14 3.18 3.52 15.94 7.53 3.67 2.69 15.49 8.69 2.74
Positive Expression 2.56 15.84 8.01 3.72 2.97 16.63 7.72 4.47 2.19 15.14 8.28 3.06
Negative Expression 3.13 15.57 8.37 3.01 3.53 15.56 7.84 3.09 2.78 15.58 8.83 2.94

Table 4: TFF(s) for Group A and Group B

Total Group A Group B
  N F E M N F E M N F E M

Total 1.92 0.29 1.03 1.62 1.69 0.37 1.22 1.25 2.11 0.22 0.87 1.95
Positive Images 2.48 0.28 1.08 1.57 2.23 0.23 1.09 1.22 2.70 0.32 1.07 1.87
Negative Images 1.49 0.32 0.98 1.47 1.19 0.40 1.09 1.32 1.76 0.24 0.89 1.60

4. Discussion
This study explores the impact of music on the interpreta-
tion of facial expressions. The experiment utilized music 
type as the independent variable, dividing participants 
into two groups: a happy music group (Group A) and a 
sad music group (Group B). Participants viewed facial 
expression images while listening to the corresponding 
music. They were also asked to rate the facial expressions 
on a scale from 1 (most negative) to 9 (most positive). 
The viewing process were tracked via an eye-tracker 
throughout the trial. Data analysis indicated that Group A 
participants rated neutral faces more negatively, whereas 
Group B participants rated them more positively. Eye 
tracking analysis revealed that when viewing emotional 

faces, participants allocated more Total Fixation Duration 
(TFD) and Fixation Counts (FC) to the eye region than to 
other facial regions. Time to First Fixation (TFF) was also 
shorter for the eye region. Moreover, Group A showed a 
significantly smaller TFD for the eye region when observ-
ing negative faces compared to Group B. Additionally, the 
TFF for the nose region was significantly shorter for neg-
ative emotional faces than for positive ones.
During the facial expression rating task, Group A, lis-
tening to happy music, provided more negative ratings. 
Group B, listening to sad music, provided more posi-
tive ratings. This phenomenon can be explained by the 
mood-congruent judgment effect (Forgas, 2007), where 
an individual’s emotional state influences their interpreta-
tion of surrounding stimuli. People tend to set their own 
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emotional status as the reference for neutral status. In this 
trial, affected by the music, the mood of participants in 
Group A was more positive. Hence their standard for neu-
tral expression was closer to the positive side. Vice versa, 
the standard for neutral expression of Group B was closer 
to the negative side. On the other hand, Bradley (2001) 
suggests that under strong emotional states, individuals 
are prone to an emotion amplification effect when pro-
cessing neutral faces. When exposed to pleasant music, 
participants’ elevated emotional states may intensify the 
negative interpretation of neutral faces. In contrast, when 
exposed to sad music, participants’ negative emotions may 
lead them to rate neutral faces more positively, possibly 
as a means to seek more positive stimuli to mitigate their 
sadness. For faces with clear positive or negative expres-
sions, the emotional cues are explicit enough, requiring no 
additional emotional inference. Consequently, there is no 
significant difference in ratings between the two groups 
for positive and negative faces.
According to the highest FC and TFD on the eye region, 
all participants focused more on the eyes when viewing 
faces. This preference is attributed to the eyes’ critical role 
in recognizing emotional faces (Schultz, 2005). Emotional 
information is largely communicated via the eyes, espe-
cially concerning the intensity and subtlety of emotions. 
Research has also shown that the eye region has a prefer-
ential processing effect for emotional recognition (Lep-
pänen, 2004), which is significant in both emotional judg-
ments and interpersonal communication. The eyes, being 
the most informative part of the face, provide crucial cues 
for social cognition, including emotion recognition, emo-
tional bonding, and social interaction. Though other facial 
areas also contain emotional cues, the eyes are typically 
the primary focus of attention due to the immediate and 
clear emotional information they could convey.
Group B participants exhibited a higher Total Fixation 
Duration (TFD) on the eyes compared to Group A partic-
ipants. The potential cause is sad music induces stronger 
negative emotions, leading participants to engage in more 
detailed processing of emotional information, especially 
facial expression nuances (Batty, 2006). The increased 
TFD in the eye region suggests that Group B participants 
processed emotional information with greater depth. Emo-
tional states influence not only attention allocation but 
also the distribution of cognitive resources (Vuilleumier, 
2004). In a sad emotional state, individuals are more sen-
sitive to negative information and may process the details 
of facial expressions more carefully, particularly in the 
eye region, which is rich in emotional cues.
The within-subject t-test shows that participants directed 
their attention to the nose region more quickly when view-
ing negative images. This phenomenon could be linked 

to the increased alertness and threat detection mecha-
nisms that are activated in response to negative emotions 
(Schupp, 2012). Negative facial expressions, such as 
anger, fear, and sadness, often trigger the threat detection 
system, prompting rapid attention to potential dangers. In 
the interpretation of facial expressions, the nose region is 
typically a key area for processing threat-related informa-
tion (Huang, 2011). It can be a significant cue of negative 
emotional expressions. Consequently, during the initial 
stages of emotional recognition, the nose region can elicit 
quicker responses due to subtle shifts in emotional states 
(Gupta, 2015). This early focus on the nose area in re-
sponse to negative emotional faces mirrors an individual’s 
rapid alertness and defense mechanism when confronted 
with potential threats.
The current study has limitations that should be con-
sidered in future research. With 20 participants in a 
mixed-design experiment, the sample size is within an ac-
ceptable range. However, to further increase the external 
validity and generalizability of the results, future studies 
should aim to expand the sample size and recruit partici-
pants. Moreover, this study was limited to 12 trials, which 
may constrain the outcomes. Future research should aim 
to increase the number of experimental materials and trials 
to achieve more precise findings. Last but not least, this 
study used facial images as visual stimuli. Future studies 
could utilize real people to replace images to more closely 
simulate social interactions.

5. Conclusion
This study investigates the influence of music on individ-
uals’ emotional expression recognition. It uses a mixed 
experimental design. Music type and facial expressions 
serve as independent variables, and participants’ eye 
tracking data and ratings for expressions serve as depen-
dent variables. Data analysis indicates that under sad mu-
sic conditions, participants provided more positive ratings 
for neutral faces, while happy music resulted in more 
negative ratings Analysis of eye tracking data reveals that 
participants, under the influence of sad music, directed 
their attention to the eye region of faces earlier than when 
listening to happy music. Moreover, the gaze on the nose 
region was quicker for negative emotional faces than for 
positive ones. The study also confirmed the important role 
of the eyes in emotional face recognition. Regardless of 
music type or facial expression, the eye region was the 
primary and most frequently attended area by participants.
This research contributes a novel perspective to 
cross-modal emotion recognition studies, highlighting the 
interaction between music and emotional faces interpre-
tation. It expands the theoretical framework of emotional 
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perception and emotional face recognition. Furthermore, 
the findings regarding the impact of music on emotional 
face recognition patterns suggest that targeted musical 
interventions could enhance individuals’ capacity to 
recognize and comprehend others’ emotions. These in-
sights may provide innovative strategies for emotional 
recognition training in clinical psychology and education, 
potentially assisting individuals with emotional or social 
challenges in accurately identifying others’ emotions.
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